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Chapter 1. Product overview

BigFix Bare Metal Server, which is part of the Lifecycle Management suite, provides a consolidated, comprehensive
solution to quickly deploy new workstations and servers throughout a network from a single, centralized location.
This solution saves time and money, enforces a standardized and approved image, and reduces risks associated with

non-compliant or insecure configurations.

The solution provides complete OS provisioning and system reimaging capabilities for Windows and Linux targets.

You can deploy a fully-configured operating system to multiple computers across an enterprise.

You can deploy, configure, and manage BigFix Bare Metal Server from the BigFix infrastructure. After you set up the
Bare Metal servers, you can create profiles containing images that become available when computers in the network
PXE boot to that server. Computers then select profiles that are downloaded along with all the drivers needed to run

the imaging process.

The following graphic shows a high-level view of the OS deployment process and components.
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Understanding BigFix OS Deployment components and terminology

0S Deployment is a platform-based application. Before you begin working with OS Deployment in your environment,

become familiar with the key product components and concepts.

Agent

An BigFix Agent (henceforth referred to as client or target) is installed on every computer that must
be managed. It continuously assesses the state of the endpoint against the stated policy. As soon as
the agent notices that the target out of compliance with a policy or checklist, it informs the server, runs

the configured remediation task, and immediately notifies the server of the task status and result. A
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computer with the BigFix agent installed is referred to as a client. In an OS Deployment network, clients
are recipients of deployment actions. They can receive OS upgrades, and can be reimaged by retaining
existing user data. A client is automatically installed during Bare Metal Provisioning.

Bare Metal OS Deployment Server

A Bare Metal server, also referred to as Bare Metal Server or OS Deployment Server, is a PXE server that
manages OS deployments to bare metal targets. The console operator prepares Bare Metal profiles
from images that are stored in the Image Library, and sends the profiles to the Bare Metal Server for
deployment on targets. You install this component on a relay in your OS Deployment network. The Bare
Metal Server embeds the Image Provider component that is needed for Linux deployments.

You can deploy bare metal profiles and reimaging profiles using multicast communication, if your
network infrastructure supports this protocol.

Bare Metal Profile

A Bare Metal profile combines an image to a set of additional user-defined properties that allow a
successful deployment on bare metal targets. A Bare metal profile contains the required data to deploy
an operating system (such as product key, owner, and organization), an optional password to protect
the profile to prevent unauthorized deployment, and an optional timeout to allow automatic deployment
when the timeout expires. Bare Metal profiles are derived from images and are sent to specific Bare
Metal servers in the BigFix infrastructure.

Bare Metal Target

A Bare Metal target is any computer in your environment that boots from the network or from
deployment media that emulates the PXE boot process. Through a binding menu, the target selects bare

metal profiles for installation. Profiles can also be automatically deployed without target intervention.

Bare Metal targets can also be managed from the BigFix infrastructure, through the Management
Extender for Bare Metal Targets component.

Console

The BigFix console (referred to as console) acts as a single point of management and control for all
activities in the network. If you are an operator with the required privileges, from the console you can
quickly monitor and trigger specific actions to selected targets. In an OS deployment network, the
Console operator can complete all the OS deployment preparation and deployment actions from the 0S
deployment and Bare Metal Imaging site.

Deployment Media

Deployment media are CD/DVDs or USB keys that you prepare for use on targets that are not using PXE
for these purposes:

« to emulate the PXE boot process and start the Bare Metal deployment process
« to perform an offline OS deployment
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Drivers

Drivers are needed to adapt an image to specific hardware. Windows Preinstallation Environment
(WinPE) and Windows operating systems require drivers, for both the preinstallation phase and when
the operating system is deployed. In the OS Deployment environment, drivers are stored in the driver
library and are separate from the images. In earlier versions of OS Deployment, drivers were selected at
deployment time, based on best match criteria for the operating system to be deployed and the devices
installed on the target hardware. From version 3.7, driver management is simpler and more efficient.
You can explicitly bind drivers to specific machine models for the images you plan to deploy at driver
import time. At run time, these bindings take precedence over the automatic binding mechanism.

You can also check which drivers are missing before deploying an image, and import them selectively.

Image

An image is a "copy" of an operating system. An image can be created by capturing a reference machine
or created from installation media (ISO Image). The image can include one or more disk partitions in a

single file.

Image Provider

The Image Provider is a machine that hosts the Linux images (LIM) that are to be deployed to Linux
targets. It is a component of OS Deployment that must be installed on those relays that serve the Linux
targets that you want to reimage. The relays that have the Bare Metal Server component installed

already act as image providers to their connected targets, so this component is not needed.
Management Extender for Bare Metal targets

The Management Extender for Bare Metal Targets is a plug-in that you install on the Bare Metal 0OS
Deployment Server. It collects information about the Bare Metal Targets that completed a PXE boot
operation on the Bare Metal Server and reports this information to theBigFix Server. You can then
manage the reported Bare Metal targets through theBigFix infrastructure. The Management Extender for

Bare Metal targets requires the Proxy Agent component ofBigFix.

MDT Bundle

An MDT Bundle is a collection of Windows Pre-installation Environment (WinPE) files, a Deployment
engine (MDT), and OS resources that are needed for the installation of a Windows operating system.
MDT is a tool that allows the definition of a sequence of steps that are required to deploy the operating
system. The tool runs within WinPE. The OS resources are packaged starting from an operating system
installation CD. The MDT Bundle is created on the MDT Bundle Creator machine and uploaded into the
0S Deployment environment. Typically, you need to create a bundle only once.

MDT Bundle Creator
The MDT Bundle Creator is a system that is used for creating deployment packages for Windows 0S

deployments to be uploaded to the server when ready. The bundles contain the tools, resources, and

instructions necessary for successful image deployments. OS Deployment automatically installs the
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necessary tools on your designated MDT Bundle Creator system. Depending on the types of Windows
operating systems that you want to deploy, the MDT Bundle Creator machine might require access to
the internet to download the necessary tools.

Network shares

In an OS Deployment context, a network share is a network path that serves as repository for the
Windows images (WIM) stored after a capture before they are imported into the Image Library. Network

shares are also used to store user data before reimaging a target.
Proxy Agent

The Proxy Agent is an enabling service that is used by Management Extenders to provide a connection
to the BigFix infrastructure for devices that do not run a native agent.

Reimage Profile

A Reimage profile is used to reimage Windows targets using multicast communication. To deploy an
image using multicast, the Bare Metal Server must be installed on the relays managing these targets.
You must create a reimage profile and precache it on the Bare Metal Server before you can deploy it on
the target. The reimage profile contains a set of customizable parameters that affect how the multicast
distribution will be completed.

Relay

An BigFix relay (henceforth referred to as relay) is a client that is enhanced with a relay service. Relays
help manage distributed devices by delivering content and software to child clients and relays. Instead
of requiring every networked computer to directly access the server, relays are used to scale much of
the workload. Promoting an agent to a relay takes minutes and does not require dedicated hardware
or network configuration changes. In an OS Deployment environment, relays take the role of Image
Providers for deployments on Linux targets, and become OS Deployment Servers for bare metal
provisioning on both Windows and Linux targets.

Server

BigFix Server is the main component of the IEM infrastructure. It manages policy-based content,
coordinates the flow of information to and from the individual clients, and stores the results in

the database. All content is delivered in the network through messages called Fixlets. From an

0S Deployment perspective, the BigFix server manages all deployment activities to targets and
communicates with relays that act as Image Providers or as Bare Metal Servers. The server stores

images, profiles, and all necessary 0S resources and tools that are needed for deployments to targets.

Windows Assessment and Deployment Kit (WADK) and Windows Automated Installation Kit (WAIK):
WADK and WAIK are a collection of tools that are used to customize, assess, and deploy Windows
operating systems.

Windows Pre-installation Environment (WinPE)
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It is a minimal operating system that is used to prepare a computer for a Windows installation. Different
versions of WinPE are available for the various Windows Operating system versions. OS Deployment
uses WInPE during reimaging and bare metal provisioning.

Provisioning Use Cases

Capturing Windows Images

A Capture process is the creation of a reference image from an installed machine (referred to as
reference machine), removing unique identifiers from the image so that it can be "cloned" on new
systems. You might also want to capture a newly installed critical machine to create a "golden image"
that can be easily restored in case of failure. The capture process relies on Microsoft tools and requires
an MDT Bundle.

You can capture systems using the Capture dashboard. You must specify a set of parameters that are
needed for the capture process. During the capture process on Windows systems, the selected MDT
Bundle is downloaded with the corresponding WinPE and the needed network and disk drivers are
downloaded for use with WinPE. The output of the capture process is a Windows image (.WIM) which
is stored on a network share and contains one or all of the partitions. An ".imageinfo" file that includes
the description of the image, and the ".driverinfo" file that contains the PCI IDs of the devices that are

managed by the drivers that are built in the captured OS.

Reimaging Windows targets

Reimaging involves redeploying an operating system image on a target where the old operating system
is still running. It involves capturing and restoring the user data when the image is applied to the target.
Reimaging allows you to deploy a golden image to one or more targets and to perform operating system
upgrades. The image and any applicable drivers are loaded on the target.

During the reimaging process, you can provide additional customization parameters for migrating
specific user files. You can modify the mapping of the partitions present in the image (WIM) with the
existing partitions on the target machine. Network shares can be used to store the saved user state and
the deployment logs. As part of the customization steps you can automatically join a target machine to

a workgroup or specific domain after the reimaging completes. Targets can be reimaged in multicast.

Reimaging Linux targets

Reimaging involves redeploying an operating system image on a target where the old operating system
is still running. Reimaging allows you to deploy an image that is created from an installation media to

one or more targets and to perform operating system upgrades.

The Image Provider component (or the Bare Metal Server that embeds an Image Provider) is required
on the relay where the targets are connected to; it acts as an HTTP server that hosts the selected
LIM image to be provisioned. During the reimaging process, you can provide more customization
parameters by editing the configuration file that is used by the Linux Installer.

Bare Metal Target provisioning
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Bare Metal Provisioning involves the installation of an operating system on a new machine (bare metal
machine). It requires a PXE server or Deployment Media because the target must boot from a bootable
device that is not its own disk. A Bare metal profile is created from an image that already includes the

correct software stack. You can customize more properties to be used during the deployment. As part
of the process, the appropriate drivers are downloaded on the target. You can also repartition the disks

on the target during a bare metal deployment.

Bare Metal provisioning can be initiated from the binding menu that is displayed on the Bare Metal
target machine after it performs a PXE boot to its Bare Metal OS Deployment Server, or it can be
initiated from the BigFix console, when the Management Extender for Bare Metal Targets plug-in is
installed on the Bare Metal Server. With this component you can manage Bare Metal Targets from the

BigFix infrastructure. Typical use cases are:

» When a system is to be reprovisioned to a new user, a best practice is to wipe the disk content
entirely. The new machine owner is requested to perform a PXE boot operation, so that the
system can be managed from the BigFix console where an administrator sends a disk wipe task
to the target. When the disk wipe operation is complete, the administrator sends a Bare Metal

profile deployment task to the target to deploy the chosen operating system image.

A new server needs to be configured and deployed. The deployment requires configuring the
system RAID controller before the operating system is installed. This operation requires an
update to the RAID controller firmware. The hardware configuration instructions are prepared
using vendor-specific tools available on the vendor's website. Then, the hardware configuration
instructions are imported into the BigFix infrastructure ready to be deployed. When the operator
performs a PXE boot operation, the new server becomes manageable from the BigFix console. A

Hardware Configuration Task is then sent to the target to perform the necessary changes.

Deployments using multicast communication

For reimaging and Bare Metal deployments of Windows targets, users can take advantage of the
multicast protocol if their network infrastructure supports this type of communication. Multicast
communication requires the Bare Metal server. Deployments using multicast have a significant
reduction in bandwidth use but may increase overall deployment time. When multicast is used, every
target starts downloading images as soon as it is ready, and continues with the deployment when it has
downloaded all the required files. When two or more targets are downloading files in parallel, they share
the same bandwidth.

What is new in OS Deployment and Bare Metal Imaging site 112
(OSD 3.11.3)

Become familiar with the new and changed features of this release.
New Operating System support

Red Hat Enterprise Linux 9 support (deploy to) upto 9.4
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Added support
Red Hat Enterprise Linux 8.9 support (deploy to)
New feature

In-place upgrade for Windows Server

Features added in previous versions

In this section, you can find the feature updates from the previous versions.

The following updates were released with OSD 3.11 site 111
New OS support
Ubuntu 22.04 (Capture & deploy the Capture image)
Added support

Windows 11 version 23H2

Red Hat Enterprise Linux 8.8

SUSE Linux Enterprise Desktop (SLED) 15 SP5
SUSE Linux Enterprise Desktop (SLES) 15 SP5

Security improvement
TLS 1.3 protocol is now supported for Bare Metal Server TLS connections
Linux OS Resource improvement

Ubuntu resources now exploit grub2 as UEFI image loader

The following updates were released with OSD 3.11 site 109
Added support

Windows 11 version 22H2
Windows 10 version 22H2
Red Hat Enterprise Linux 8.7

Windows tools update

WADK for Windows 11 version 22H2 (build 22621) support in MDT Bundle

The following updates were released with OSD 3.11 site 105
New Feature

Decentralized Image Library: You can now upload an OS image to a different repository other than the

BigFix Root server. For more information, see Upload Mode (on page 120).
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Added support

Red Hat Enterprise Linux 8.5

Red Hat Enterprise Linux 8.6

SUSE Linux Enterprise Desktop (SLED) 15 SP3
SUSE Linux Enterprise Desktop (SLED) 15 SP4
SUSE Linux Enterprise Server (SLES) 15 SP3
SUSE Linux Enterprise Server (SLES) 15 SP4

Added certification

Nutanix virtualization environment is now certified for Windows images.
Linux OS Resource improvement

SLES/SLED resources now exploit grub2 as UEFI image loader.

Removed Content

Fixlet 135 - Deploy MDT 2013 or MDT 2013 Update 1 already superseded is now removed from the OSD

site.

The following updates were released with OSD 3.11 site 103

New Operating System support
« Ubuntu 20.04 (deploy to)

Added support

Red Hat Enterprise Linux 8.4 support (deploy to)
Red Hat Enterprise Linux 8.3 support (deploy to)
Red Hat Enterprise Linux 7.9 support (deploy to)

The following updates were released with OSD 3.10 site 102
New Operating System support

+ Windows 11 (deploy to and deploy from)
 Windows Server 2022 (deploy to and deploy from)

Added support
Windows 10 version 2TH1
Windows tools update

WADK for Windows 11 (build 22000) support in MDT Bundle
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Flash removal

All the Flash dashboards (already deprecated) are now removed from the OS Deployment and Bare
Metal Imaging site.

The following updates were released with OSD 3.10 site 99

New Operating System support

« SUSE Linux Enterprise Server (SLES) version 15 up to SP2
« SUSE Linux Enterprise Desktop (SLED) version 15 up to SP2

The following updates were released with OSD 3.10 site 96
Flash removal from BigFix OS Deployment dashboards

All OSD dashboards are now fully Flash free.

Note: The old Adobe Flash based dashboards are still available, but they are deprecated. They

will be removed in a future release.

The following updates were released with OSD 3.10 site 92

Flash removal from BigFix OS Deployment dashboards

Following OS Deployment dashboards are now Adobe Flash free with some limitations:

- Bare Metal Server Manager
« Image Library
* Health Checks
 Bundle and Media Manager

Note: The old Adobe Flash based dashboards are still available and are fully functional.

The following update were released with OSD 3.10 site 90
Added support
Windows 10 Release ID 20H2 (displayed as 2009) support (deploy to).
Flash removal

The Capture and Activity Dashboard are now JavaScript based. The old Flash supported wizards are still

available as deprecated content.
Reorganized content

The Modify Associated Driver Binding Grid tab is removed from the Activity Dashboard. This feature is

already available in the Driver Library.
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The following update were released with OSD 3.10 site 89
Updated link

Fixlet 137: Deploy MDT build 8456

The following updates were released with OSD 3.10 site 88
Added support

« Windows 10 Release ID 2004 support (deploy to)

* Red Hat Enterprise Linux 8.2 support (deploy to)

+ Red Hat Enterprise Linux 7.8 support (deploy to)

« CentOS Linux 7.8 support (deploy to)

« SUSE Linux Enterprise Server (SLES) version 12 up to SP5
+ SUSE Linux Enterprise Desktop (SLED) version 12 SP4

New Windows tool support
This release supports WADK 10 Release ID 2004 to use with MDT 8456
New File System support
btrfs file system is now supported for capture/deploy-of-the-capture-image of SLES/SLED 12

Linux OS Resource improvement

- The OS resource of Setup images is now visible on dashboard and shared with other Linux
tasks. It is uploaded with ISO, if missing, and can be updated.
* RHEL/CentOS resources now exploit grub2 as UEFI image loader. This solves issues with some

machines with new hardware.

The following updates were released with OSD 3.10 site 87

New Operating System support

CentOS Linux 8 support up to update 1 (deploy to)
Added support

Red Hat Enterprise Linux 8.1 support (deploy to)
Added support

ESXi 6.0 support up to update 3 (deploy to)
Added support

ESXi 6.5 support up to update 3 (deploy to)
Added support

ESXi 6.7 support (deploy to)

New feature
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Reset the status of a bare metal target via new Task 303
New feature

SELinux support for RHEL and CentOS deployments
Database support

Microsoft SQL Server 2017 Express is now the default database server for the Bare Metal 0OS

Deployment Server on 64-bit architectures
Database support

Added support to preinstalled Microsoft SQL Server 2019 Express for Bare Metal Server

The following updates were released with OSD 3.10 site 86

New Operating System support
Red Hat Enterprise Linux 8.0 support (deploy to)
New Operating System support
CentOS Linux 7 support up to SP 7 (deploy to)
Added support
Windows 10 Release ID 1909 support (deploy to)
Added support
Red Hat Enterprise Linux 7.7 support (deploy to)
Added support
Ubuntu Desktop 18.04 and 19.04 (Capture and Deploy the Capture Image)
New feature
Allow the user to manage DHCP proxy feature of Bare Metal Server from BigFix console
New feature
Allow the user to manage the TLS protocols for Bare Metal Server Web Interface
New feature
Allow custom certificate for Bare Metal Server Web Interface
Usability improvement
Environment support in RHEL 7/8 and CentOS 7 setup image deployment
Usability improvement

Added the option to ignore warnings in Windows In-place Upgrade fixlet wizard

The following updates were released with OSD 3.10 site 85

Added support
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Windows 10 Release ID 1903 support (deploy to)
Added support

Windows Server 2019 support (deploy from)
Windows tools update

WADK 10 for Windows 10 Release ID 1903 support in MDT Bundle
Database support

Preinstalled MSSQL Express 2017 support for Bare Metal Server
Usability improvement

Display multicast session information on the target computer
New feature

Bitlocker configuration in the bare metal profile wizard
New feature

Allow high-performance deployments with target computer lid closed

The following updates were released with OSD 3.10 site 83

Added support

Windows 10 Release ID 1809 and Windows Server 2019 support (deploy to)
Added support

Red Hat Enterprise Linux 7.5 and Red Hat Enterprise Linux 7.6 support (deploy to)
Added support

MDT 8456 support

The following updates were released with OSD 3.10 site 82

Linux deployment
NVM Express controller support
Windows tools update

WADK 10 for Windows 10 Release ID 1809 support.

The following updates were released with OSD 3.10 site 81

Added support of Red Hat Enterprise Linux (RHEL) 6.10
Red Hat Enterprise Linux (RHEL) 6.10 is supported for capture, reimage, and bare metal deployments.
Added support of Windows 10 Release ID 1803

You can capture, reimage and complete in-place upgrades and bare metal deployments of Windows 10
Release ID 1803.
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Added support of Windows Server 2016 Release ID 1803

You can capture, reimage and complete bare metal deployments of Windows Server 2016 Release ID
1803.

New Windows tools

This release supports WADK 10 Release ID 1803 for use with MDT 8450.

The following updates were released with OSD 3.10 site 78

SUSE Linux Enterprise Server (SLES) and Desktop (SLED) Version 12 (x64) up to SP3
Extended support of SUSE Linux Enterprise Server (SLES) and Desktop (SLED) Version 12 up to SP3.
Red Hat Enterprise Linux (RHEL) Version 7 up to update 4 (x64 )
Extended support of Red Hat Enterprise Linux (RHEL) Version 7 up to update 4 (x64).
ESXi 6.5
Support of ESXi 6.5 hypervisor.
Windows tools update

In this release we have certified MDT 8450 for use with WADK 10 Release ID 1709.
The following updates were released with OSD 3.10 site 77

Added support of Windows 10 Release ID 1709

You can capture, reimage and complete in-place upgrades and bare metal deployments of Windows 10
Release ID 1709.

Added support of Windows Server 2016 Release ID 1709

You can capture, reimage and complete bare metal deployments of Windows Server 2016 Release ID
17009.

New Windows tools

This release supports WADK 10 Release ID 1709 for use with MDT 8443.

The following features were added in OSD Version 3.10
Added Support of Ubuntu Desktop 16.04 and 17.04 for Capture and Bare Metal deployments

To capture and deploy Ubuntu, you create OS Resources via Fixlet or manually and import them into
the Bundle and Media Manager dashboard. You can then capture Ubuntu images for bare metal

deployments.
Added Support of Windows 10 Release ID 1703

You can capture, reimage and complete in-place upgrades and bare metal deployments of Windows 10
Release ID 1703.

New Windows tools
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This release supports WADK 10 Release ID 1703 for use with MDT 8443.

The following update was released with OS Deployment 3.9 site 71

Added support for BigFix Platform version 9.5 Patch 5

0S Deployment now runs on BigFix Platform 9.5.5. You can capture and reimage computers with BigFix
client version 9.5.5.

Added support of Windows Server 2016:

You can install the Bare Metal OS Deployment Server on a system with Windows Server 2016.
You can capture, reimage and perform bare metal deployments on Windows Server 2016.

Added support of Red Hat Enterprise Linux (RHEL) 6.8

RHEL 6.8 is supported for capture, reimage, and bare metal deployments
Added support of new Microsoft Tools (MDT and WADK)

0S Deployment now supports Microsoft Deployment Toolkit (MDT) 8443 and WADK 10 Release ID 1607
New direct boot feature for Windows deployments on UEFI targets with Secure Boot option enabled

You can capture, reimage, and perform bare metal deployments on UEFI targets that are Secure boot

enabled. You can also create network boot and offline deployment media for these targets.
You can customize log settings for the Bare Metal OS Deployment Server
From the Bare Metal Server manager dashboard, you can customize the number of log files to use for
circular logging and the maximum log file size.
The following update was released with OS Deployment 3.9 (and subsequent site updates up to site 70)

Added support for BigFix platform versions 9.1 Patch 8 and 9.2 Patch 8

Support of Windows 10 for the Bare Metal OS Deployment Server
You can install the Bare Metal OS Deployment Server on a system with Windows 10.
Use permanent caching in Unicast deployments

When deploying images in unicast mode, images are stored in the permanent cache on the Bare Metal

Server.
Support of ESD image formats for Windows 10 setup images
Support for images in ESD format was added for Windows 10

Enhancements for Windows 10 in-place upgrades:
Improved Usability and Serviceability
Support of Windows 10 to Windows 10 in-place upgrade deployments

Multicast support for in-place upgrade deployments
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Added support for Microsoft SQL Server 2014 SP1 as database for the Bare Metal OS Deployment Server on
64-bit architectures.

If an already installed and configured database is not found, Microsoft SQL Server Express 2014 SP1 is
downloaded and installed on the Bare Metal Server.
You can specify custom client settings during Bare Metal deployments of Linux captured images

During a Bare Metal deployment of a captured Linux image, you can optionally specify custom settings
for targets.

You can assign relays during Bare Metal deployments of Linux captured images

When deploying a captured Linux image, you can optionally assign a relay to the target of the bare metal

deployment.
You can specify target network configuration settings for bare metal deployments
You can specify both static and dynamic network configuration settings for targets in three different

ways:

« In the bare metal profile.
« With the corresponding task (354).

- At the target computer with a dedicated user interface.

You can also specify a hostname rule for the targets of the deployment.

You can install or upgrade a Bare Metal server from the network, without previously uploading the

corresponding installers manually.

In this release, you can automatically install the latest available version of the Bare Metal OS

Deployment server directly from the network
New features for Linux deployments:
You can specify custom client settings during Linux Reimage and Bare Metal deployments

You can define custom client settings that can be used for running other tasks when
deploying Linux targets.

Linux Partition editor in the Bare Metal Profile creation wizard simplifies partitioning.

You can specify partitions and logical volume layout (LVM) for Linux deployments for both
BIOS and UEFI targets.

You can capture a Linux reference image for bare metal deployments

A new task is available to capture Linux images that you can use for bare metal

deployments.
Linux Boot media
You can create Linux network boot media for targets that do not use PXE.

Multicast deployments
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You can deploy Linux bare metal profiles using multicast for both captured and setup
images.

New features for Windows Deployments
Windows 10 in-place upgrade

You can complete an in-place upgrade to Windows 10 of your existing Windows 7,
Windows 8 and Windows 8.1 Update your clients by using the corresponding task (202).

You can choose a BigFix Client version to be installed during a Bare Metal deployment of a
manually captured Windows Image

If you are deploying a manually captured Windows image that does not contain a BigFix
client, you can choose which version to install from the Wizard tab of the Bare Metal
Profile. If the captured image already contains a BigFix client, the dashboard selection is
ignored.

New tasks to capture and restore user state (USMT) on Windows targets, independently of
deployments

Depending on the operating systems in your environment, two pairs of tasks are available.
Captured data is stored on a network share. The tasks can be customized to include
additional file extensions and content to be captured and restored on the target system.

! Important: To use the features available in release 3.9 or later, you must upgrade your Bare Metal OS
Deployment Server to version 7.1.1.20. This upgrade is also needed to run task 350 which was modified to
include partition resizing.

The following features were added with OS Deployment Version 3.8

Multicast support for Reimaging and Bare Metal Deployments on Windows targets

This release adds the support for deployments using multicast communication.

« You can customize Bare Metal Profiles for multicast deployments
« You can create reimaging profiles for both captured and Setup (ISO) images for multicast

deployments

All profiles that are deployed using multicast communication must be pre-cached on the Bare Metal 0OS
Deployment servers.

Driver management enhancements
New Check Drivers Tab in the Driver Library

You can select an image and computer model, or all images and all computer models in
your environment and check if all the needed device drivers are available before you begin
deployment. Based on the resulting table, you can import the missing drivers selectively

and bind them to the computer models and images that you plan to deploy.
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Non_PClI drivers can be bound to WinPE engines
You can now bind non-PClI drivers to WinPE engines from the Bindings tab.
Windows Bare Metal Deployment final action

After a Bare Metal deployment, you can specify a final action that will be completed on the target

computer.
Assigning the Primary and Secondary Relay to targets Bare Metal Profiles

When you create a Bare Metal Profile for Windows images, you can choose to assign the Primary and

Secondary relays for the targets to the Bare Metal Server and to the BigFix server respectively.
New Operating System support:
VMware
This release adds the support of VMware ESXi 6 for Bare Metal deployments.
Windows 10 support for capturing, imaging, and Bare Metal deployments (Version 3.8.1)

0S Deployment 3.8.1 adds the support of Windows 10 and related tools (WADK 10 and
MDT 2013 Update 1). To deploy Windows 10, you must create an MDT Bundle using the

new tools.

The following features were added with OS Deployment Version 3.7

Extended Linux support (SUSE) for targets

This release adds the support of the following Linux operating systems:

« SUSE Linux Enterprise Server (SLES) Version 12
« SUSE Linux Enterprise Desktop (SLED) Version 12

For Reimaging (install mode only) and Bare Metal deployments.
Support of VMware
This release adds the support of VMware ESXi 5 and later for Bare Metal Deployments.

Device Driver Management Enhancements

The Windows Driver Library dashboard was enhanced with several new features:

- Increased efficiency when importing driver packages provided by hardware vendors.

« During driver import, you can associate the imported drivers to one or more computer models
that are known in your network.

* You can assign labels to imported drivers so that they can be easily retrieved within the driver
library, and managed as a single unit.

« You can edit existing drivers by adding or removing associated models and labels.

« Support of non-PCl drivers with the possibility to import them and manually associate them to a
Windows image (WIM).
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« Improved usability:
> New and enhanced driver import wizard
o New dashboard layouts
> New search capabilities

Serviceability Improvements for Bare Metal Deployments

From the Deployment Activity Dashboard you can

- Upload the Bare Metal deployment logs from the Bare Metal Server to the BigFix server for Linux
and Windows deployments

« For Windows, LiteTouch and Windows deployment logs are uploaded from the target to the Bare
Metal Server at the end of the deployment for both successful and failed deployments.

« You can view the deployment activity end time in the activity details

« During the reimage of a Windows target you can enable real time logging of the LiteTouch phase
on a user-defined network share for debugging purposes

* BigFix client installation during a Bare Metal Deployment is completed through the network
instead of from stored setup files in the MDT Bundle.

The following features were added with OS Deployment Version 3.6
Bare Metal target management from the BigFix console

This version introduces the Management Extender for Bare Metal Targets Plug-in that discovers and
registers Bare Metal targets to theBigFix server Server. When targets PXE boot to the Bare Metal 0S
Deployment server, you can manage them from the console. You can:

- View inventory information for the targets

- Perform deployment tasks

- Define custom variables and associate them to bare metal targets so that tasks can be triggered
on these targets after a deployment

- Wipe the disk contents of bare metal targets

The Wipe Disk functionality is typically used when the hardware needs to be dismissed or re-
provisioned and allows you to erase the system disk content in a secure manner, so that the data

originally stored on the hard disk can no longer be retrieved.

Deploy a scripting environment on a bare metal target

You can leverage vendor scripting toolkits to implement configuration tasks on your bare metal targets.
Through a dedicated dashboard, you can import scripting environments and deploy them to your Bare
Metal Targets. The product can deploy configurations created with hardware-specific scripting toolkits
from IBM, Dell, and HP.

Copy image settings from an existing image to an image that has no objects associated to it.
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From the image library, you can copy the following settings from a reference image: bare metal profiles,
targeting rules, associations to the bare metal server where the profile is stored, and binding rules. When
you copy the bare metal profiles from the selected image, you can specify a prefix or suffix for these

profiles in the target image.
Create offline deployment media for Windows targets

You can create CD/DVD or USB media for offline deployments on targets that are not connected to the

network.

The following features were added with OS Deployment Version 3.5

Linux Enterprise Support for image creation from installation media (ISO), reimaging and Bare Metal

deployments

This version introduces support for the following Linux Enterprise Versions:

» RedHat Enterprise Linux Versions 5, 6, and 7
 SUSE Linux Enterprise Server Version 11

You can import images from I1SO for Linux reimaging and Bare Metal deployments. You can reimage
Linux systems both as an upgrade or as a fresh installation. You can perform Bare Metal deployments

on Linux targets.
New image creation from installation media (ISO) for Windows Deployments

You can create and import images directly from ISO ( Setup Images). From the Image Library dashboard

you can:

- Import images for Windows deployments from ISO installation media:
o in archived format by specifying the file name (.iso)
> by selecting an ISO folder containing the uncompressed image files.

The new import from ISO feature enhances the reimaging capabilities for Windows platforms. You can
now perform reimaging and Bare Metal deployments choosing between two different sources: from a
captured image of a reference machine, or by deploying an image created from ISO. In the latter case,
you can choose between different flavors of the operating system (if available) from the ISO image that

you imported.
Windows OS Resource creation directly from the Image Library

You can create and upload OS resources (from ISO installation media) for Windows deployments
directly from the Image Library, concurrently with the import of the ISO image. Previously, you could
create OS resources only from the MDT Bundle Creator machine.

The following features were added with OS Deployment Version 3.4

New Bundle and Media Manager Dashboard



0S Deployment V3.11.3 User Guide | 1 - Product overview | 27

A new dashboard was implemented to perform the following tasks:

« Install the MDT Bundle Creator and all its prerequisite software.

« Create a MDT Bundle with or without OS resources.

« Create OS resources only

- Create CD, DVD, or USB bootable media for deployments to targets when PXE-boot through the

network is unavailable.

The new Bundle and Media Manager dashboard simplifies the bundle creator installation and the bundle
creation process by checking for installed prerequisites and helping you to make the correct choices for
the operating systems you plan to deploy. The version of the User State Migration Tool (USMT) included
in the bundle is displayed on the dashboard.

Join Domain usability improvements during reimaging

The following usability enhancements were added:

- Information was added to the Image library dashboard to help you to provide the correct Domain
Credentials when you are creating a Bare Metal Profile, and when you are deploying an image.
« Improved documentation to explain the Domain and Organizational unit fields.

Support of Microsoft™ Windows™ 2012 R2 for capturing, imaging, and bare metal deployments.

You can capture, reimage, or perform bare metal deployments on Windows 2012 R2 targets. You can
also install a Bare Metal Server on this operating system. Deployment of Windows 2012 R2 requires

a new version of the Microsoft Deployment Toolkit (MDT 2013) and of the Windows Assessment and
Deployment Kit (WADK) 8.1, which includes Windows PE 5. These new versions can also be used for

earlier supported operating systems.

The following features were added with OS Deployment Version 3.3:

Secure Hash Algorithm (SHA-256) enhanced security support for deployment objects (with BigFix 9.1
Platform)

The BigFix platform Version 9.1 supports the NIST security standards and provides an enhanced
security option. This setting enables SHA-256 as the hashing algorithm for digital signatures and
content verification. SHA-1 and SHA-256 values for deployment objects (MDT Bundles, images, drivers)
are calculated and assigned at creation time. Objects that were created with platform versions earlier
than 9.1 only have SHA-1 hashing values. Objects created with version 9.1 or later have both SHA-1

and SHA-256 hashing values. OS Deployment version 3.3 supports deployment operations in a mixed
environment for compatibility with previous versions. If you decide to set the enhanced security option
for your environment, all objects must have been updated with SHA-256 hashing information. A new
health check is provided to display non- compliant files and from which you can start a remediation

action to update the affected objects.

Bare Metal and reimaging usability and customization enhancements
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- You can define a timeout when you are creating or editing a bare metal profile. This value defines
the maximum time the LiteTouch script that installs the WIM image is allowed to run.

* You can set a time limit for the caching of an image on the relay (Bare Metal Server) during a
deployment.

- You can start, stop, restart, or view the status of Bare Metal server services.

« You can view if errors were recorded on server logs.

« For any given image linked to a system profile, you can view whether the corresponding WIM
image is cached on the relay.

- You can customize the boot partition in the partition mapping for reimaging and bare metal
deployments

Support of Microsoft™ Windows™ 8.1 for capturing, imaging, and bare metal, and corresponding Microsoft tools

You can capture, reimage, or perform bare metal deployments on Windows 8.1 targets. You can also
install a Bare Metal Server on this operating system. Deployment of Windows 8.1 requires a new version
of the Microsoft Deployment Toolkit (MDT 2013) and of the Windows Assessment and Deployment Kit
(WADK) 8.1, which includes Windows PE 5. These new versions can also be used for earlier supported
operating systems. When you create a new MDT Bundle, you can choose the version of the tools that
best suits your needs. A matrix of supported combinations is available.

MDT Bundle usability improvement

In the Upload MDT Bundle dashboard, you can view information about the WinPE version included in

each bundle and its corresponding MDT version.

The following features were added in OS Deployment version 3.2:

« Support of Microsoft™ Windows™ Server classes, (2003, 2008, 2008 R2, 2012)

- Enhanced Bare Metal profile deployment, by defining rules for target selection based on computer properties.
« Support of UEFI (x64 ) for capture, reimage and bare metal deployments

« Optional creation of baselines for future use from the Deploy Image to Computer wizard.

- Possibility of specifying a computer name during bare metal profile creation and deployment.
The following features were added in OS Deployment version 3.1

« Support of Microsoft™ Windows™ 8 and MDT 2012 Update 1.

- Ability to upload multiple MDT Bundles and specify which to use during capture and deployment.
- Multiple partitions support when capturing, editing, and deploying an image.

« Ability to manage driver bindings at a global level before deployment.

« Improved driver binding grid editor in the Activity Dashboard.

- Improved options for encrypting actions with passwords using the V9.0 platform.
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The following features were added in OS Deployment version 3.0

- Seamless bare metal provisioning through integration with Tivoli Provisioning Manager for OS Deployment

« Dashboard content to configure and manage Tivoli Provisioning Manager for OS Deployment servers for bare
metal provisioning

- Activity dashboard to monitor of reimage, capture, and bare metal deployment tasks

- Image Library dashboard expanded to support reimage task and bare metal profile creation

- Enhanced templating features

« Ability to edit cust onset ti ngs. i ni directly from the Deploy Image to Computer wizard.

System requirements

To enable and use OS deployment in your environment, ensure that you have the required software prerequisites.

BigFix prerequisites:
« 0S Deployment runs on BigFix versions 9.5, 10.0, and 11.0.

0S Deployment supports a subset of the operating systems supported by BigFix. For a complete list of supported
operating systems for BigFix components, see System requirements. When new Operating System versions

and updates are supported by BigFix components, OS Deployment begins testing on them. This means that
operating system support in OS Deployment is not always concurrent to the support announced for BigFix Platform

components.

0S Deployment supports capturing, imaging, and bare metal OS provisioning of the following operating systems:

Windows:

* Microsoft™ Windows™ 11 (x64) Education, Pro, and Enterprise editions up to version 23H2

+ Microsoft™ Windows™ 10 (x86, x64) Education, Pro, and Enterprise editions up to version 22H2

* Microsoft™ Windows™ 8.1 (x86, x64)

* Microsoft™ Windows™ 8 (x86, x64)

« Microsoft™ Windows™ 7 (x86, x64)

» Microsoft™ Windows™ Server 2016/2019/2022 (x64)1, EssentialsQ, Standard, and Data Center
editions

* Microsoft™ Windows™ Server 2016/2019 (x64) with Hyper-V role’

* Microsoft™ Windows™ Server 2012 (x64)

 Microsoft™ Windows™ Server 2012 R2 (x64)

« Microsoft™ Windows™ Server 2012 (x64) with Hyper-V role

* Microsoft™ Windows™ Server 2012 R2 (x64) with Hyper-V role

« Microsoft™ Hyper-V Server 2012 (x64)

+ Microsoft™ Hyper-V Server 2012 R2 (x64)

 Microsoft™ Windows™ Server 2008 R2 (x64)

* Microsoft™ Windows™ Server 2008 (x86, x64)


https://help.hcl-software.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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For 64-bit (x64) architectures, these operating systems are supported for both BIOS and UEFI firmware.
For 32-bit (x86) architectures, only BIOS is supported.

Note:

1. Reimaging to Windows Server 2016/2019/2022 requires that the BigFix client version
9.5.3 or later is installed on the source operating system before you start the reimage
process. In-place upgrade of Windows Server 2016/2019/2022 is not supported.

2. Essentials edition is not available in Windows Server 2022.

For further information about the tool versions required for Windows deployments, see Installing MDT
Bundle Creators (on page 65).

You can capture, reimage, and complete Bare Metal deployments on UEFI targets with the Secure Boot
firmware option enabled. You can also create deployment media for these targets. Depending on the

deployment scenario, check the specific requirements in the relevant topics.

The prerequisites for the BigFix client computer on which you build the MDT Bundle are described in
Installing MDT Bundle Creators (on page 65). You can install all prerequisites using the Bundle and

Media Manager dashboard.

Linux:

0S Deployment supports capturing, imaging, and bare metal provisioning of the following operating
systems:

+ RedHat Enterprise Linux (RHEL) Version 6 up to update 10 (x86, x64)
« RedHat Enterprise Linux (RHEL) Version 7 up to update 9 (x64)

« RedHat Enterprise Linux (RHEL) Version 8 up to update 9 (x64)

« RedHat Enterprise Linux (RHEL) Version 9 up to update 4 (x64)

« CentOS Linux Version 7 up to update 8 (x64)

« CentOS Linux Version 8 up to update 1 (x64)

« SUSE Linux Enterprise Server (SLES) Version 112 up to SP 4 (x86, x64)
« SUSE Linux Enterprise Server (SLES) Version 12 (x64) up to SP5

« SUSE Linux Enterprise Desktop (SLED) Version 12 (x64) up to SP4

« SUSE Linux Enterprise Server (SLE) Version 15 up to sp5'

« Linux Ubuntu 16.04 Desktop 8

* Linux Ubuntu 18.04 Desktop 3

* Linux Ubuntu 20.04 Desktop 3

+ Linux Ubuntu 22.04 Desktop >

For x64 architectures, these operating systems are supported for both BIOS and UEFI firmware. For x86

architectures, only BIOS is supported.
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Note:

1. SLE15 is supported only for Server (SLES15) and Desktop (SLED15) products.

2. Capture of SLES/SLED Version 11 systems is not supported.

3. Linux Ubuntu is supported only for capture and bare metal deployments of captured
images (XFS and ZFS file systems are not supported). All other provisioning scenarios
are not supported. To deploy Ubuntu Desktop, you must first create and upload a
corresponding OS Resource.

VMware:

The following OS versions are supported for bare metal provisioning on targets:

» VMware ESXi 5.x, up to 5.5 Update 3
» VMware ESXi 6.0 up to Update 3

» VMware ESXi 6.5 up to Update 3

* VMware ESXi 6.7

Note: This platform is supported on BIOS firmware only.

Bare Metal OS Deployment Server requirements

BigFix Bare Metal Server, Image Provider, and Management Extender for Bare Metal Targets component

can be installed on BigFix relays with the following Windows operating systems:

« Windows™ Server 2008 (x86, x64)

+ Windows™ Server 2008 R2 (x64)1

« Windows™ Server 2012 (x64)

+ Windows™ Server 2012 R2 (x64)

« Windows™ Server 2016/2019/2022 (x64), Essentials, Standard, and Data Center editions?
« Windows™ 7 (x86, x64)

« Windows™ 8 (x86, x64)

« Windows™ 8.1 (x86, x64)

« Microsoft™ Windows™ 10 (x86, x64) Education, Pro, and Enterprise editions

* Microsoft™ Windows™ 11 (x64) Education, Pro, and Enterprise editions

Note:
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1. Service Pack 1 is required.
2. You must install it on a BigFix relay version 9.5.4 or later. Essentials edition is not available in
Windows Server 2022.

Non-Master Operators requirements

Permission requirements for non-master operators working on BigFix OS Deployment.

Non Master Operators must be allowed to use the REST API (set the Can use REST API permission to Yes) to import/
delete images, drivers, OS resources, MDT Bundle, and handle driver binding grids.

Process overview

Preparing your environment for deployments of Windows and Linux operating systems involves a set of steps you
must complete in your environment.

For deployments on Linux systems, you must create and import images from installation media. You can then deploy
the images to selected targets or create and deploy profiles for Bare Metal deployments.

For deployments on Windows systems, the BigFix OS Deployment solution uses the Microsoft™ Deployment Toolkit
(MDT) to provide system preparation, image capture, driver insertion, and image deployment services. To prepare
your environment for deployments, the administrator must use an accompanying tool, the MDT Bundle Creator to

produce a bundle of tools and resources that are called the MDT Deployment Bundle.

To set up and deploy images to workstations in your Endpoint Management environment, you must complete the

following steps:

1. Subscribe to the OS Deployment and Bare Metal Imaging site. You can enable the site from the License
Overview dashboard in the BigFix Management Domain. Change the site subscription to include both the
BigFix Server as well as all computers on which you complete OS Deployment tasks.

2. Run the tasks that are listed in the Setup node of the navigation tree, and activate all listed analyses.

3. If you are provisioning Linux targets, install the Linux Image Provider component on one or more relays that
are not Bare Metal Servers. If your Linux targets are connected to a relay that is a Bare Metal server, the Linux
Image Provider component is already embedded.

4. Verify in the Health Checks Dashboard that all setup steps completed successfully.

5. If you are provisioning Windows systems:

° build and upload the MDT Bundle with the MDT Bundle Creator tool

o import drivers from the Driver Library

- capture images from reference machines using the Capture Images Wizard or create images from
installation media.

o import images from the Image library dashboard

6. If you are provisioning Linux systems:
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- create images from installation media, or capture images using the corresponding task and import
them into the Image Library.
7. Deploy images to Windows and Linux targets from the Image Library.

You can also install images on bare metal workstations by completing the following steps:

1. Install a bare metal OS Deployment server on a BigFix relay in your network.
2. Create bare metal profiles for Windows, Linux, and VMware ESXi deployments and upload them to the 0S
Deployment server

3. Deploy the bare metal profiles to targets.

For more information, see Bare Metal deployments (on page 174).

If you want to manage Bare Metal targets from the BigFix Console, you must install the Management Extender for
Bare Metal Targets component on the Bare Metal OS Deployment servers that manage these targets. For information
about installing this component, see Deploying the Management Extender for Bare Metal Targets (on page 55).

Enable OS Deployment and Bare Metal Imaging site

To start working with BigFix for OS Deployment, you must enable the OS Deployment and Bare Metal Imaging site.

From the License Overview dashboard in the BigFix Management domain, click ALL SITES at the top of the console
window or All Sites in the License overview tile and then click Enable.

You must also subscribe all computers on which you perform OS Deployment tasks to this site. The site is displayed
in the Systems Lifecycle domain together with earlier versions of OS Deployment. Earlier OS Deployment sites are
appropriately hidden or marked as deprecated after you enable the new site.



0S Deployment V3.11.3 User Guide | 1 - Product overview | 34

License Overview

BigFix License Overview Las @ICc &
A OVERVIEW ALL SITES OTHER SITES % BIGFIX LABS
This license contains the following entitlements for All Sites ~ &
Licensed for: 10 (Client)
License Type: Perpetual
Expiration Date: 1/1/2037 | @ VALID
Available Sites: ~
Enabled + Sites Subscribed Computers
OS Deployment and Bare Metal Imaging 23
Remote Control 0
SCM Reporting 0
Software Distribution 2
ENABLE Advanced Patching
ENABLE BES Asset Discovery
ENABLE BES Inventory and License
ENABLE BigFix Client Compliance (IPSec Framework)
ENABLE BigFix Client Compliance Configuration
ENABLE BigFix ServiceNow Data Flow
ENABLE CIS Checklist for AIX 5.3 and 6.1

Navigation tree overview

This topic gives you an overview of using the Navigation tree.

The OS Deployment and Bare Metal Imaging navigation tree, which is accessed from the BigFix console, is your
primary tool for capturing and deploying OS images. This navigation tree becomes available when you enable the site
from the License Overview dashboard in the BigFix Management domain. To access the navigation tree, open the

BigFix console and click the Systems Lifecycle domain at the bottom of the domain panel.
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4 = OS5 Deployment and Bare Metal Imaging
~i Health Checks
B Setup
> B Manage Images and Drivers
» £ Manage Bare Metal Servers
> B Manage Scripting Environments

- Activity History
4y Maintenance and Configuration (94)

[ Deploy OS using RAD Profiles (18)
4 Bare Metal Target Operations (8)
> B All Systems Lifecycle

e All Content
@ BigFix Management
.1. Patch Management

@_ Systems Lifecycle

Click OS Deployment and Bare Metal Imaging to expand the content, which is organized into nodes, dashboards,

Fixlets, and tasks that you use to prepare and perform OS deployments in your environment:

Health Checks

The OS Deployment Health Checks Dashboard provides troubleshooting and optimization checks for OS
Deployment. You can drill down into individual health checks to see their results and a resolution path
for failing checks. See Health Checks Dashboard (on page 60).

Setup

From this node you perform the installation and configuration steps needed to successfully prepare and
upload MDT Bundles, to upload images to the Endpoint Management server, and to deploy these images
on computers in your environment. The Setup node expands to display the dashboards, Fixlets, Tasks,
and Analyses available for this purpose. Each configuration task is described in detail in Configuring the
0S Deployment Environment (on page 37) and Managing MDT Bundles and Deployment Media for
Windows targets (on page 64).

Manage Images and Drivers

The Manage Images and Drivers node includes wizards and dashboards for managing your driver and
image libraries, as well as for capturing images. For more information about images and drivers, see

Managing Images (on page 104).
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4 & Manage Images and Drivers
a| Driver Library
~u| Capture Images

J Image Library

Manage Bare Metal Servers
Expanding this node, you access the Server Management dashboard. From this dashboard you can

manage bare metal OS Deployment servers. You can install, uninstall, or upgrade BigFix Bare Metal

Server by uploading the appropriate installers.

After you install, you can create bare metal profiles containing images that are stored on the server and
made available to target computers that PXE boot to that server. When a target selects a profile from
the binding menu, the image, the MDT Bundle, and all necessary drivers are downloaded through the

endpoint management infrastructure and the imaging process begins.

For information about installing a bare metal server and creating profiles on your BigFix relay, see
Managing Bare Metal OS Deployment Servers (on page 39).

Manage Scripting Environments

Expanding this node, you access the Scripting Environment Library. From this dashboard you can import
scripting environments that you have previously created with vendor-specific tools, and deploy them to
your Bare Metal targets. The Bare Metal Server that manages the targets must have the Management

Extender for Bare Metal targets component installed.
Maintenance and Configuration Tasks

This menu contains Fixlets and tasks that are needed for maintenance of your OS Deployment

environment. See Maintenance and troubleshooting (on page 231).

Bare Metal Target Operations

This menu contains tasks and Fixlets to manage Bare Metal targets in your environment. See Managing

Bare Metal Targets (on page 223).



Chapter 2. Configuring the OS Deployment Environment

To start working with OS Deployment, run the configuration Fixlets and tasks listed in the Setup Node.

File Edit View Go Tools Help

% Back~ ™ Forward = |[E Show Hidden Co ntentfﬁ Show Non-Relevant Con

systems Lifecycle « ]
| Systems Lifecycle Domain o

4 & 0S5 Deployment and Bare Metal Imaging
il Health Checks
4 & Setup
B Install BES Server Plugin Service (0)
B Install Upload Maintenance Service for OS Deployment (0)
] Upgrade Upload Maintenance Service (0)
B Update Server Whitelist for QS Deployment (0)
4 & Analyses (4)
Q& SSL Encryption Analysis for OS Deployment (3)
@ 05 Deployment Server Information (1)
@ Re-image Failure Information (0)
@ Hardware Information (3)
B Enable Encryption for Clients (0)
4 [ MDT Bundle Creator Setup (6)
=1 Upload MDT Bundle e
< | - i |

11

The following topics describe the tasks needed to set up your OS Deployment environment.

Update Server Whitelist for OS Deployment

The Update Server Whitelist for OS Deployment Fixlet enables agents to dynamically download the necessary driver

files.
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(/'Q-’ Take Action | & Edit | Copy | =5:Export | Hide Locally Hide Globally | W Remnave

03 Deployment. {Deprecated)

Systems Lifecycle Domain [l
gﬁ

= ‘a 05 Deplayment and Bare Metal Imagi Description | Details I Applicable Computers {0} I Action History (0} I
| il Health Checks
—J Health Checks —
—J Health Checks || Description
—J Health Checks : . - .
Update the IBM Endpoint Manager server whitelist in order to allow dynamic downloads used to dynamically
—J Health Checks download drivers as well as download resources needed for bare metal deployments. This Fixlet must be
B Setup applied to allow for dynamic downloads.

—E Enable Encryption For Clients (7
B Install BES Server Plugin Servic:
—& Install Upload Maintenance Ser Actions
—E Install Upload Mainkenance Ser
—E Install Upload Maintenance Ser
—& Install Upload Maintenance Ser
—& Install Upload Maintenance Ser
—ﬁ Update Server Whitelist for 05
—E Update Server Whitelist for O35
—& Update Server Whitelist for 05

® Click here to update the server whitelist.

Click the link in the Actions box to update the server whitelist.

Managing the Linux Image provider

The Linux Image provider component is needed for reimaging Linux systems in your environment and it can be

installed on Windows computers only.

To deploy images on Linux targets in your network, you must install the Linux image provider component on the relays

to which your Linux targets are connected.

You cannot install the Image Provider component on relays that are Bare Metal OS Deployment servers, because
this component is already embedded. You must send at least one Linux bare metal profile to the Bare Metal OS
Deployment server for the image provider to be active.

If your targets are connected directly to an BigFix server, you must install this component on the server.

Before you deploy Linux systems, you must update the BigFix server whitelist to enable the Linux Image Provider to

dynamically download the necessary files.

Installing the Linux Image Provider

From the OS Deployment and Bare Metal Imaging site, click Maintenance and Configuration. Select the
corresponding task. When you deploy the action, the list of applicable relays is displayed in the Take Action menu.

Select one or more relays from the list and click OK to begin installation.

This component is installed in C: \ Pr ogr am Fi | es\ OSdl magePr ovi der . When the installation ends, the
component is started automatically. The log file r bagent . | og and trace file r bagent . t r c are stored in the

installation directory

Useful commands

You can start the Linux Image provider by running the "Start Linux Image Provider" Fixlet, which you can also include
in your Server Automation Plans.
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You can also run the following batch files to start or stop the Image Provider:

« To start the Image provider process:
St art | mageProvi der . bat
« To stop the Image provider process:

St opl magePr ovi der . bat

To increase the log level for problem determination purposes, you can edit the St ar t | nagePr ovi der . bat file. For

example:

osdi mageprovi der.exe -d -v 4 -0 rad -starti mageprovi der

raises the log level to 4 from the default level of 3.

Uninstalling the Linux Image Provider

To remove the Linux Image Provider from a relay in your environment, run the "Uninstall Linux Image Provider " task

on the relevant relays.

Managing Bare Metal OS Deployment Servers
The Bare Metal Server Manager dashboard manages the installation, upgrade, and uninstallation of Bare Metal OS

Deployment servers.

The list of all Bare Metal OS Deployment servers that are subscribed to the site is displayed in the dashboard. You can
install the latest OS Deployment server directly from the network in a single step, or you can upload an older installer
in the Upload section by clicking the dropdown button. If at least one installer is already present, the Upload section is

always displayed.
OS Deployment - Bare Metal Server Manager

Bare Metal OS Deployment Server Manager Last Updated: 09/20/2021 11:19:44 AM (¥

From this dashboard you can manage the installation, upgrade, and uninstallation of Bare Metal OS Deployment Servers. You can add new profiles or delete profiles defined on the servers. You can also add targeting rules to single profiles.

Latest Server version from network: 7.1.120 (310.90) v <

Installed OS Deployment Servers

Install_ (0)
A
] ServerName 1L Achitecture 1L ServerlP L ServerVersion 1L ServerStatus 1L RelayStatus 1 ProxyAqentStatus 1L LestUpdateTime L Wamings  Actions
O PINAA® 64 10.10.0.20 7.1120.31093 Not available Not available Not available b I Sepa02t (] WY
056A8C1D0
] wiNt 64 10.10.0.20 7.1.120.31093 Not available Not available Not available En e () Q
056A8C1D0 i
DESKTOP- 10100151
] 64 101011151 7.1.120.31000 Running Running Running o Som 2021 Q Va
QEEEAPU 10148564
WIN11- v
] x64 1010020 7.1.12031093 Not available Not available Not available Mon, 20 Sep 2021 0 W4
< >
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The latest version of the OS Deployment server installer available from the network is displayed at the top left corner
of the page. Run the installation by clicking Install and select one or more available relays. Ensure that the relays you
select are subscribed to the OS Deployment and Bare Metal Imaging site. Network installers are available for BigFix
9.2 or later.

If you want to install or upgrade your OS Deployment Servers from the network but you already have an installer of
an earlier release that you uploaded from Fix Central, you must first delete the existing installer because uploaded
installers have precedence over network installations.

If you are upgrading from a previous release, select one or more Bare Metal OS Deployment servers, and click
Upgrade.

Note:

- If the relays you select already have the Image Provider component installed, you must remove it by
using the "Uninstall Linux Image Provider Task" before you install the OS Deployment Server.

« Authentication must be disabled for the relay on the Bare Metal Server computer.

« If you are upgrading your Bare Metal Server from version 7.1.1.20.311.12 or lower to a version newer
than 7.1.1.20.311.12, this upgrade includes an improvement on password security and you will be
required to provide the login password to set on your Bare Metal Server. You can also reuse the
current password.

Accept the license and specify where to install the OS Deployment Server. Before you install, you must enter the user

name and password for the login on the OS Deployment Server.

The Bare Metal Server installation task downloads and installs Microsoft SQL Server Express 2014 SP1 or Microsoft

SQL Server 2017 Express (depends on the OS version) on the selected relay, if a database is not already installed.

On 64-bit architectures, you can install a Bare Metal Server on a relay that already has an installed database, and use

the existing installation. The following databases are supported:

- DB2 Enterprise 9.1 FP4a, 9.5 FP3b, 9.7, and 10.1
 Microsoft SQL Server 2005 SP2 and 2008 R2

« Microsoft SQL Server 2012

« Microsoft SQL Server 2014

« Microsoft SQL Server 2017 Express Edition

» Microsoft SQL Server 2019 Express Edition

Before you install the Bare Metal OS Deployment server, complete the following steps on the existing database
installation:

1. Create a database with a name of your choice.

2. Run this step only if you have one of the Microsoft SQL Server versions listed above.
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Add the necessary roles to the user named NT AUTHORITY\SYSTEM for the database you created in the
previous step. For example, using Management studio: Security > Logins > NT AUTHORITY\SYSTEM > User
Mapping, then select the database to add the following roles:
o db_datawriter
o db_datareader
o db_ddladmin
o public
3. Create a Data Source named AutoDeploy using 64-bit ODBC drivers for your database.
4. Verify that the ODBC connection can be established correctly to the database you created in the first step.

5. Proceed with the installation of the Bare Metal Server.

! Important:

« The installation task ignores the user provided Data Location if data from a previous installation is
present and the data directory is set to the existent one. If you want a different folder, get a clean
environment by running Task 134.

« If you are installing a Bare Metal Server on a Windows 2008 R2 relay, ensure that it is at Service Pack 1
(SP1) level, or the installation will not complete successfully.

- After you install OS Deployment servers from the Bare Metal Server manager dashboard, you must
create and manage profiles and bare metal deployments from the BigFix Console only, using the
BigFix infrastructure. You cannot manage the server or any deployment objects on it from Tivoli
Provisioning Manager for OS Deployment interfaces.

- If you are installing the Bare Metal Server from a BigFix console running on Windows 2012 R2, the
version of Adobe embedded in this operating system may cause bare metal server synchronization
problems. To avoid this issue, before you install the Bare Metal Server, ensure that you have installed
all the latest Microsoft patch updates.

- Some functions of the dashboard might be limited if the Bare Metal servers are not at a minimum
required version. When you change a resource on a Bare Metal server, such as importing a new MDT
Bundle, importing or modifying drivers, an action is automatically generated to update the servers.

- The BigFix Web Interface Extension service is set as disabled among Windows services. Do not
change this setting, as this service must not be running. However, its process is automatically started
when needed.

Q

Two types of synchronization are possible. The Delta sync is available only if some Bare Metal Server resources (like

If any of the resources are out of date, a warning is displayed. Click to synchronize the server resources.

profiles, deployment engines, drivers, etc.) are out of sync. With Delta sync, you can synchronize only the out of sync

resources. However, if you want to force the synchronization of all your Bare Metal Server resources, you can launch a
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Full sync. The Full sync is always possible on a Bare Metal Server. Launch the Full sync if the Delta sync is failing or if

you want to reset all your Bare Metal Server resources because the server is not working correctly.

The Bare Metal Profiles section of the dashboard lists the available profiles on the Bare Metal Server. Depending on
the options specified in the profile, the cached column displays whether the image associated to the selected profile
is cached on the relay, or, if multicast was enabled, it displays whether the selected profile files are permanently
cached on the Bare Metal Server. A green check mark indicates that files were successfully cached. For profiles with
multicast enabled, a red warning with an "x" indicates that you must initiate a synchronization action on the Bare
Metal Server. A yellow border triangle warning indicates that the corresponding image is not cached at the relay and
will be copied when the profile is deployed for the first time. A red border triangle indicates that the caching status of
the image cannot be determined.

To view the status of the services or to modify specific settings on an installed Bare Metal Server, select the server
»

from the list and click
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*
Manage Bare Metal Server WIN10-RELAY
Settings ~
WIinPE direct boot on UEF| targets  Disabled -
DHCP Proxy functionality Enabled =
Relay Downloader Timeout (min) 60
Global Debug level Log notice messages -
Maximum Number of Log files 0

Maximum Log file Size (MByles) 0

Status

Latest heart-beat from Bare Metal Senver (Jocal ime). Tue, 12 Oct 2021 12:03:44 AM
DHCP status is: Active

Check the status of the services before initiating any actions

Bare Metal Server services Errors in server logs
Service name Service status Server thread Errors
05 deployment service Running Virtual machine 0
ODBC sarvice Running Database connaction 0
File sarver 0
Boot server 0
HTTP server ]
Metwork boot protocol 0

You can start, stop or restart the Bare Metal Server, and view if any errors were logged. The information displayed
in this window is retrieved by Analysis 50. If the analysis fails to retrieve the current Bare Metal server settings, a
warning message is displayed on the dashboard. To troubleshoot the problem, see Troubleshooting problems in
retrieving Bare Metal Server Settings (Analysis 50 or Task 361) (on page 235). You can change any settings even if

the retrieval of the current settings was not successful.
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When you deploy a Bare Metal Profile for the first time, the images linked to the profile are cached (copied) on the
relay. If network traffic is slow, the caching might take a long time and cause the deployment of the Bare Metal
Profile to fail. The default timeout value is written in the bom t r ¢ file. You can change this value in the Relay
Downloader Timeout field. Specify the maximum time (in minutes) allowed to download an image from the Endpoint

Management server to the relay if the image is not cached. Click Sync to update this value on the Bare Metal Server.

From the edit pane you can also change or enable the following settings:
Global Debug Level

You can select the level of detail for the messages that are logged on the Server log files. Choose on e
of the following levels:

« 0: No output

« 1: Log errors only

* 2: Log errors and warnings

« 3: Log significant information (default)
* 4: Log notice messages

« 5: Log debugging messages

* 6: Log every possible detail

Note: Level 5 and Level 6 produce very large amounts of debugging information which might
overload the Server. Use these levels with caution.

Maximum number of log files

Specify the maximum number of log files that will be kept on the server. The default value is zero (0)
which means that this parameter is not set.

Maximum Log File size (in Megabytes)

Specify the maximum size of the log files generated by the Bare Metal Server. The default value is zero
(0), which means that circular logging is not enabled and any value specified for the number of log
files is ignored. In this case, a single log file with no limit in size is created. If the value you specify is
greater than zero, circular logging is enabled and a minimum of two log files are created and used,
even if the log file number is set to zero. For example, if you specify 3 log files with a maximum size of
50 Megabytes, a first log file is created. When the first file reaches the specified limit, a second file is
created, and again, a third. when all three files have reached the maximum size of 50 megabytes, the

first one is overwritten.
WinPE Direct Boot on Windows UEFI targets

You can boot WinPE directly on UEFI targets that PXE boot during Windows bare metal deployments.
This allows computers with the Secure Boot firmware option enabled to run bare metal deployments. By
default, the direct boot feature is disabled on the Bare Metal Servers. Select enabled to allow Direct Boot

of WinPE on Windows UEFI targets during bare metal deployments.
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Note: In a WinPE Direct Boot enabled bare metal server, the needed drivers must be explicitly
bound in the deployment engine binding matrix ("Current Manual Binding" column) in the Driver
Bindings.

You can also change the Bare Metal Server settings by running Fixlet 361 on one or more Bare Metal Servers.
Complete the form in the task and click Take Action.

Customizing cipher suites and protocols for TLS connections

According to OpenSSL syntax, the TLS 1.2 and TLS 1.3 protocols are enabled with cipher suites set DEFAULT: ! DH: !
RCA: | EXP: | RC4- MD5: | RCA- SHA: - RSA: - SHA by default in an encryption negotiation process for SSL connections. For more

information, visit https://www.openssl.org/docs/man3.1/man1/openssl-ciphers.html.

You can customize the cipher suites and protocols by using environment variables RBO ¢ PHERS, RBO_EXCLUDE_PROTOCOLS,
and RBO_FI PS_MODE.

- Set the environment variable RBO_c PHERS t0 select or exclude one or more cipher suites that the Bare Metal
Server uses. For a complete list of allowed values and other information, see the supported syntax at above
link.

For example, to exclude Des and 3DES, set RBO_Cl PHERS=DEFAULT: ! DES: ! 3DES.

- Set the environment variable RBO_ExcLUDE_PRoTOCOLS to exclude/enable protocols from the Bare Metal Server
availability. The allowed values for RBO_EXCLUDE_PROTOCOLS are: TLSv1.0, TLSv1.1, TLSv1.2, and TLSv1.3.
The only allowed separator is ":". SSLv2 and SSLv3 cannot be enabled.

For example:
> To allow only TLSv1.3 protocol, set RBO EXCLUDE_PROTOCOLS=TLSv1. 0: TLSv1. 1: TLSv1. 2.
> To enable all TLS protocols (thatis TLS 1.0, TLS 1.1, TLS 1.2, and TLS 1.3), set
RBO_EXCLUDE_PROTOCOL S=NONE.
- From Bare Metal Server 7.1.120.31128, its possible to enable FIPS enforcement for TLS connections by
defining the environment variable RBO_FI PS_MODE=t r ue

Bare Metal Server database connection in a TLS 1.2 environment

For the 64-bit bare metal server running on SQL Express 2014 to work in a TLS 1.2 environment, enable the
connection to the database by performing these steps:

1. Open the local policy settings. Run secpol . msc from an administrator command prompt.

2. Click Local Policies > Security Options > System cryptography: Use FIPS compliant algorithms for
encryption, hashing, and signing > Enabled > OK.

3. Run the gpupdat e / Force command from an administrator command prompt.

4. Restart the computer for the changes to take effect.


https://www.openssl.org/docs/man3.1/man1/openssl-ciphers.html
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Note: This is not required, if the 64-bit bare metal server is running on SQL Express 2017 or later.

Cleaning up after a failed installation or uninstallation

If the installation or uninstallation of the OS Deployment Server on your relay fails, you can run the Bare Metal Server
Clean Up Post-Uninstall or Install failure task (ID 134) from the Systems Lifecycle domain. Use this task only when
you want to avoid system inconsistencies that might occur after a failure or when the installation or uninstallation
task processing is incomplete.

Note:

This task removes SQL Express database from the target system. Do not run this task if there are other
applications using this database. Do not run this task on OS Deployment Servers that are listed as installed in
the Bare Metal OS Deployment Server Manager dashboard. On these servers, you must first run an uninstall

action.

Bare Metal Server Web Interface

The Bare Metal Server features a web interface that you can access through a browser using the server’s IP address
or hostname. This interface is intended for the OSD team'’s troubleshooting purposes and is not recommended for
regular use. Firefox is the recommended browser for this interface. This is due to a bug in Chromium-based browsers
(like Edge, Chrome, and so on) that can occur when using self-signed certificates, which may require the page to be

refreshed multiple times to view certain HTML pages correctly.

Bare Metal Server SSL Certificates

Bare Metal Server for the SSL communication uses a self-signed certificate that is automatically generated by default

at the first start of its process.

If you want to replace this default certificate with a custom one or delete the current certificate, do the following

steps:

1. Stop BigFix Bare Metal Server service.
2. Open a command line shell and change the directory to the BigFix Bare Metal Server binaries directory. For
example: C:\Program Files\BigFix OSD.
3. Run the following commands:
> To import a new certificate and its private key:

renbo.exe -d -v 4 -cert “<certificate filenane with fullpath>" “<private key filename with

full path>" <private key passphrase> -exit

where the certificateisa. crt file and its private key is a . key file, the following string represents a

certificate and private key:
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Certificate

<<base64 string>>

————— END PRI VATE KEY-----

- To delete the current certificate and its private key, either the previously imported custom certificate or

the default self-signed certificate:

renbo.exe -d -v 4 -delcerts

4. Restart BigFix Bare Metal Server service.

Note: If the Bare Metal Server has no certificate at its start, it generates a new self-signed certificate.

Ports used by the Bare Metal OS Deployment Server

To ensure correct communication, check the ports used for the different deployment scenarios.

Listening ports used during client network boot (PXE/TFTP protocols):
By default, Bare Metal OS Deployment Servers and targets use the following ports for communication:

Bare Metal Server:

* DHCP : port 67 UDP
* PXE BINL : port 4011 UDP
* TFTP: port 69 UDP

Bare Metal Target:

* DHCP : port 68 UDP
* PXE BINL : port 4011 UDP

Note: PXE and TFTP ports are not needed when using network boot media.

Listening ports used for OS Deployment tasks and media creation

The following ports are used each time a computer connects to a Bare Metal Server. typical scenarios are:
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Bare Metal deployments
Media creation
Reimaging deployments using multicast communication.

Reimaging in unicast mode does not require the Bare Metal Server component.

Bare Metal Server:

* NBP : port 4012 UDP

* FILE: port 4013 UDP & TCP

* MCAST: ports 10000-10500 UDP

« HTTP: port 8080 TCP (used for upgraded Bare Metal Servers from an earlier installation)
« HTTP: port 8081 TCP (used for new Bare Metal Server installations)

« HTTP: port 8088 TCP - Image Provider component used during Linux deployments

- Database gateway: port 2020 TCP

« HTTP: port 52311 TCP - Relay Downloader

! Important:

« For new Bare Metal Server installations, the default HTTP port is 8081. The default HTTP port 8080 is
maintained only for servers that are upgraded from earlier versions.

« The MCAST ports are not needed for unicast (default) deployments.

Bare Metal and reimaging targets:

* NBP : port 4014 UDP

* MCAST : port 450 UDP
* MCAST : port 451 UDP
* MCAST : port 9999 UDP

Ports for BigFix Bare Metal Server Web Ul access (legacy)

Bare Metal Server:

« HTTP: port 8080 TCP (for Servers that are upgraded from older installations)
« HTTP: port 8081 TCP (used for new Bare Metal Server installations)
* HTTPS : port 443 TCP

Configuring the DHCP server

To connect targets to the OS Deployment server, you might need to configure the DHCP server based on the
characteristics of your network.
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The DHCP server is used by the PXE bootrom to get its IP address and other basic networking information (including
subnet mask, and default gateway). Using BigFix Bare Metal Server can require changes to your DHCP configuration.
These changes can typically be performed automatically by the BigFix Bare Metal Server installer. However, in some
cases, you might want to perform the changes manually, or to verify them.

! Important: If your DHCP Server is configured to use option 210 pxel i nux. pat hpr efi x(), this option causes the
PXE boot to fail on bare metal targets. This option must not be configured for bare metal deployments.

You can configure your DHCP server for one of the three following situations:

» The DHCP server and the BigFix Bare Metal Server are not running on the same host
» The DHCP server and the BigFix Bare Metal Server are running on the same host
- You already have a PXE 2.0 infrastructure with PXE Boot Server discovery installed and you want to add BigFix

Bare Metal Server to the list of servers to discover.

Note:

- If you have previously configured your DHCP server for another PXE bootstrap, do not reuse your
existing DHCP configuration. Remove DHCP options 43 and 60 for the hosts on which you want to
run BigFix Bare Metal Server and follow the instructions given in this section (if you are running on the
BigFix Bare Metal Server same host as the DHCP server, you need to set option 60 again).

« There are also cases where you must set both DHCP options 43 and 60, including when you have two

different OS Deployment Servers in your environment.

DHCP server and OS deployment server on different targets, without information on PXE server
location

Actions to perform:

- If DHCP options 43 and 60 are set, remove them.

- If the DHCP server is not running on the same computer as the OS deployment server, the DHCP configuration
does not change. The OS deployment server detects DHCP packets sent over the network by PXE bootroms
and offers PXE parameters without disturbing standard DHCP negotiation process. This behavior is called
DHCPProxy.

Note: This configuration is not allowed if more than one OS deployment server is defined in the same
environment. In the OS deployment server WebUI ensure that the DHCP proxy functionality is disabled:
Server parameters > Server configuration > Disable the DHCP proxy functionality = NO (default

value).
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DHCP server and OS deployment server on different targets, with information on PXE server
location

Actions to perform:

« Set option 60 (Class identifier) to "PXEClient" to inform the target that the location of the PXE server is known.
- Set option 43 to indicate that the PXE server does not reside on the same computer as the DHCP server and to

precise the location of the PXE server.

Note: This configuration is mandatory if more than one OS deployment server is defined in the same

environment.

Note: Some UEFI targets are not able to correctly process option 43. For those targets it is necessary to set
option 66 and 67.

For more details about these options, see:

« Setting DHCP Option 43 (on page 50)
« Setting DHCP Option 60 (on page 54)
« Setting DHCP Option 66 and 67 (on page 55)

DHCP server and OS deployment server on the same target

Set your DHCP server to send DHCP option 60 (Class identifier) to the target. When option 60 is set to PXEClient the
DHCP server knows where the PXE server is. If option 43 is not set, the PXE server has the same IP address as the
DHCP server.

For detailed information about setting option 60, see Setting DHCP Option 60 (on page 54).

Setting DHCP Option 43

Option 43 (Class identifier) allows you to inform the target that the location of the PXE server is known.

Option 43 is a binary buffer, containing a list of sub-options. Sub-options are packed in the binary buffer in no specific
order. Most sub-options are optional.

An exhaustive list of sub-options can be found in the PXE specifications. Only sub-options of interest to specify the IP
address of the PXE server are described here. Other configurations, like multicast discovery, multiple unicast servers,

or multiple choices, are not explained in this section.
PXE option 6: PXE_DI SOOVERY_CONTROL

This option specifies how the PXE client contacts PXE servers, using either unicast, multicast or

broadcast. The format of this option is one byte.

PXE option 8: PXE_BOOT_SERVERS
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A list of IP addresses, each address corresponding to one PXE server (when di scovery_control is
unicast). A PXE server is identified by a number (the standard value for BigFix Bare Metal Server is 15)
and its IP address. The format of this option is two bytes for the server type, one byte for the number of
servers to list (1 in our example), and four bytes per server address.

PXE option 9: PXE_BOOT_MENU

This option contains a list of choices to prompt on the screen at boot time. You need to have a PXE boot
menu even if it is not used. The format of this option is two bytes for the server type, one byte for the
length of the string to display, and the string to display on screen. The total length of this option is 5
bytes.

PXE option 10 (0A): PXE_BOOT_TI MEQUT

This option is required to specify how long (in seconds) the boot menu is displayed, and the text of a
prompt that is displayed during waiting time. The format of this option is one byte for the timeout value,
followed by the prompt text.

PXE option 255 (FF): PXE_END

To be valid, the binary buffer of DHCP option 43 must end with Fr.

Setting DHCP Option 43

If your DHCP server is running on Windows, you can enter the suboption values one at a time in option 43, by
selecting hexadecimal input.

If your DHCP server is ISC DHCP (version 2.x), then you can enter the suboption values as provided in the examples
(bytes separated with colons) for parameter vendor - encapsul at ed- opt i ons (the exact name depends on the version you
are using).

If your DHCP server is ISC DHCP (version 3.x or 4.x), then you can use the explicit syntax to describe the PXE options
as follows:

# In the gl obal section:
option space PXE;
option PXE. di scovery-control code 6 = unsigned integer 8;
opti on PXE. boot-server code 8 = { unsigned integer 16,
unsi gned i nteger 8,
i p-address };
option PXE. boot-nenu code 9 = { unsigned integer 16,
unsi gned i nteger 8,
text};

option PXE. nenu-pronpt code 10 = { unsigned integer 8, text };

# In the scope/ host section:
option dhcp-paraneter-request-1ist = concat(option dhcp-paraneter-request-Iist,60,43);

option vendor-class-identifier "PXECient";
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vendor - opt i on- space PXE;

option PXE. di scovery-control 7,

option PXE. boot-server 15 1 <ip address of the PXE server>;
option PXE. boot-nenu 15 5 "Renbo";

option PXE. nenu-pronpt 0 "Renbo";

Note: Where <ip address of the PXE server> is the IP address of the bare metal server where your target will
connect. For example, option PXE.boot-server 151 10.10.10.10.

Example: Option 43 for PXE servers on different subnets

In this example, you want to have targets A and B boot on server 192. 10. 10. 10, and targets c and b boot on server
192. 10. 11. 10, which is on a different subnet (a valid gateway must be setup for cand pin order to locate the PXE
server on a different subnet).

Note: Server type 15 is translated into 00:0F in hexadecimal. IP address 192.10.10.10 is translated into
CO:0A:0A:0A, and 192.10.10.11 is translated into C0:0A:0B:0A. Letters R and B are translated into 52 and 42.

Here are the options that one must insert in the binary buffer and their values:
PXE option 6, length 1, value=07
Value 7 means use PXE_BOOT_SERVERS |ist, disable nulticast and broadcast discovery
PXE option 8, length 7, value = 00: oF: 01: 00: 0A: 0A: 0A

(targets A and B) Only one IP address is used, the address of the PXE server for the target which
receives these DHCP options.

PXE option 8, length 7, value = 00: 0F: 01: 00: 0A: 0B: 0A

(targets C and D) Only one IP address is used, the address of the PXE server for the target which
receives these DHCP options.

PXE option 9, length 5, value = 00: oF: 02: 52: 42
There is only one line, displaying rB, and which goes to server type 15 (BigFix Bare Metal Server).
PXE option A, length 2, value=00: 52

The timeout is set to 0 seconds, meaning that one wants to boot using the first line of the boot
menu ,and the prompt is set to R. Because the timeout is 0, the prompt text is not displayed, but it must
be at least one character long.

PXE option FF
This closes the buffer

The format of the binary buffer is similar to what is used for the DHCP packet itself. The buffer is a list of options,

each option starting with its option number (one byte), followed by its length (one byte), and its value (a list of bytes).
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Here is the transcription of the above example, for targets A and B:

Option 43 =

06: 01: 07: 08: 07: 00: OF: 01: CO: OA: OA: OA: 09: 05: 00: OF: 02: 52: 42: 0A: 02: 00: 52: FF

And for targets cand b:

Option 43 =

06: 01: 07: 08: 07: 00: OF: 01: CO: OA: OB: OA: 09: 05: 00: OF: 02: 52: 42: 0A: 02: 00: 52: FF

Example: Option 43 to create a PXE boot menu

The administrator wants to display two lines in the PXE boot menu, pointing to two separate OS deployment servers.
The two servers must use different PXE server type numbers or they will be seen as only one server by the PXE

network card.

In addition to the standard PXE server type 15, OS deployment server accepts any number between 33008 (soro in
hexadecimal) and 33280 (8200 in hexadecimal). These new PXE server type numbers are used to differentiate multiple
0S deployment servers in the Boor_servers sub-option of DHCP option 43.

In this example, the first server has the address 192. 168. 1. 4 (c0: A8: 01: 04 in hexadecimal), and the second server,

192. 168. 1. 5 (00: A8: 01: 05 in hexadecimal).

1. Assign an OS deployment server type to each of the servers. OS deployment servers accept server type 15,
and server types from 33008 to 33280. For this example, 33008 (soro) is used for the first server, and 33009
(sor1) for the second server.

2. The sub-options of DHCP option 43 must then be configured as follows:

PXE option 6, length 1,value = 07
Value 7 means use PXE_BOOT_SERVERS |ist, disable nulticast and broadcast discovery
PXE option 8, length 14 (OE), value = 80: FO: 01: C0: A8: 01: 04: 80: F1: 01: C0: A8: 01: 05

Option 8 defines the two PXE servers. The first server is defined by the first 7 bytes, starting

with the OS deployment server type (so: Fo, 33008), followed by one IP address: co: As: 01: 05
(192.168.1.4). The second server is defined in the following manner, using OS deployment server
type 8o: F1 (33009).

PXE option 9, length 22 (16), value = 80: F0: 08: 53: 65: 72: 76: 65: 82: 20: 41: 80: F1: 08: 53: 65: 72: 76: 65: 82: 20: 42

Option 9 defines the boot menu that is displayed at boot time. The first 11 bytes correspond to
the first ling, for the first server. It shows the string server A, associated with type 8o: Fo (first

server). The second line shows the string server B, associated with type 8o: F1 (second server).
PXE option A, length 6, value =oF: 53: 65: 6C: 65: 63: 74

Option 10 (0A) specifies a 15 second timeout and shows the string sel ect as the boot menu
prompt.
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PXE option FF

To close the buffer.

The full option 43 reads as follows:

06: 01: 07: 08: OE: 80: FO: 01: C0: A8: 01: 04: 80: F1: 01: CO: A8: 01: 05:
09: 16: 80: FO: 08: 53: 65: 72: 76: 65: 82: 20: 41: 80: F1: 08: 53: 65: 72: 76: 65: 82: 20: 42:

OA: 06: OF: 53: 65: 6C: 65: 63: 74: FF

When your boot menu is displayed on your target screen, press F8 to make your selection.
Setting DHCP Option 60

Option 60 (Class identifier) allows you to inform the target that the location of the PXE server is known.

Adding DHCP option 60 to Windows DHCP server

By default, option 60 is not set on Windows. If the OS deployment server is running on the same host as the DHCP
server, you have to add this option and set its value to Pxea i ent in order to tell PXE clients where to find the 0S

deployment server.

Follow these steps to add option 60 on Windows:

. Open a command window (select Start > Run > cmd)

. Type net sh

. Type dhcp

. Type server \\<servername> Of server <ip_address>

. You then see a command prompt that says: dhcp server>

. Type add optiondef 60 PXEC ient STRING O comment =option added for PXE support

. Type set optionval ue 60 STRING PXEQ i ent

0 N oo g b~ WON =

. To confirm that everything has been set correctly, type show opti onval ue al

Adding DHCP option 60 to a host with ISC DHCP server

If you are using the ISC DHCP server 2.0, you can add the DHCP option 60 to a group of targets or to a single target
by adding the statement opt i on dhcp-class-identifier "PXEdient"; to a section of the configuration file. If you were
using option 43 (vendor-encapsulated-options) for another PXE application, remove it for BigFix for OS Deployment
targets.

The modifications to perform on a ISC DHCP server 3.0 are the same as for a 2.0 server, but the names differ:

* Add vendor-cl ass-identifier "PXeEdient"; for the targets running BigFix for OS Deployment

« Remove any occurrences of option space PxE; if you were running another PXE application.
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Note: The OS deployment server responds to all requests, including requests originating from unknown

targets.

Note: If the flag Completely ignore unknown targets is set for the server, it only responds to discovery
requests originating from known targets. You can specify either the IP address or the Ethernet address in the

target list. At this stage, the IP address of the remote-boot target is known.

Setting DHCP Option 66 and 67

You must set option 66, Boot Server Host Name, and 67, Boot File Name, for each specific UEFI target that cannot
process option 43.

Adding DHCP option 66 and 67 to Windows DHCP server

To set options 66 and 67 it is necessary to reserve an IP address for the target. Select a free IP address from the
range assigned by your DHCP server. This address is referenced in the following procedure as the target IP address.
Keep a record of the MAC address of the target machine network card. It is referenced in the following procedure as
the target MAC address.

Follow these steps to add option 66 and 67 on Windows:

. Open a command window (select Start > Run > cmd)

. Type net sh

. Type dhcp

. Type server \\<servername> Ol server <server_ip_address>

. You see a command prompt that says: <dhcp server>

. Type scope <scopenane>

. You see a command prompt that says: <dhcp server scope>

. Type add reservedip <target_ip_address> <target_nac_address>

. Type set reservedoptionval ue <target_i p_address> 66 STRI NG <boot _server_i p_address>

. Type set reservedoptionval ue <target_i p_address> 67 STRI NG Rembo- x64UEFI

= O VW 0O N o o ~h W N =2

_

. To confirm that everything was set correctly, type show reservedopti onval ue <target_i p_addr ess>

Adding DHCP option 66 and 67 to a host with ISC DHCP server

If you are using the ISC DHCP server, you can add the DHCP option 66 and 67 to a group of UEFI targets or to a single
UEFI target by adding, respectively, the statement options tftp-server-name <server_i p_address>and option boot fil e-
name " Renbo- x64UEFI " to a section of the configuration file.

Deploying the Management Extender for Bare Metal Targets

You can manage Bare Metal Targets from the BigFix infrastructure by installing and using the Management Extender
for Bare Metal targets.
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With this component, you can manage targets that do not have the BigFix client installed.

The Management Extender for Bare Metal Targets is a plug-in that runs locally on one or more Bare Metal Servers in
your environment. When a target PXE-boots to the server, the plug-in queries the PXE server and extracts information
on the known bare metal targets. The targets are then reported to the BigFix server database, and you can manage
them through the BigFix console. From the console, the tasks that are directed to these targets are forwarded to the
local Bare Metal Server to which they belong.

Proxy Agent

Management Extender
for BM targets

o o ]
“«—

«——

BigFix Server BigFix Relay - BM Server BM Target

The targets that have completed a PXE boot in the last 48 hours are reported in the BigFix infrastructure. This means
that any target that did not connect to the bare metal Server within this time frame is not reported to the BigFix server,
and is not visible from the Console. You can change this threshold to suit your needs. See Configuring the plug-in
behavior in the BareMetalExtender.ini file (on page 57).

The available target information is refreshed every 10 minutes. You can modify the refresh interval by editing the
settings. | son file. See Changing the plug-in settings (on page 57).

Installing the plug-in

The Management Extender for Bare Metal targets requires the installation of the Proxy Agent as a prerequisite. To
install and run the correct proxy agent, complete the following steps on the relay in your environment, which is also
the Bare Metal Server:

1. From the BES Support site, search and run Fixlet Install BigFix Proxy Agent (Version 10.0.x) or Install IBM
BigFix Proxy Agent (Version 9.x.x), depending on your relay version.

2. When you deploy the action, the list of applicable relays is displayed in the Take Action menu. Select one or
more relays from the list and click OK to complete the installation.

3. Run the task Deploy Management Extender for Bare Metal Targets (ID 150)

If your relay is BigFix version 8.2 or 9.0, see Deprecated and Superseded functionalities (on page 249)

The plug-in is installed in the path C: \ Program Fi | es(x86)\ Bi gFi x Enterpri se\ Managenent Extender.
The service is started automatically.

After the Bare Metal targets PXE-boot, you can view and manage them from the console. A set of tasks are available

to manage these targets. For more information, see Managing Bare Metal Targets (on page 223).
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Configuring the plug-in behavior in the BareMetalExtender.ini file
You can change the behavior of the plug-in by configuring parameters in the Bar eMet al Ext ender . i ni file.

The Last Report Ti meThr eshol d parameter defines the time window that is taken into account to determine if the bare
metal target that completed a PXE boot is still active. The default is set to 48 hours. You can configure this threshold

to suit your specific needs and environment.

To change the reporting threshold for the bare metal targets, switch to C: \ Progr am Fi | es\ Bi gFi x OSD. Edit the

Bar eMet al Ext ender . i ni, and modify the value of the corresponding parameter:

Last Repor t Ti meThr eshol d=48

Changing the plug-in settings
You can also customize parameters in the set t i ngs. j son file.

You can decide the logging detail by modifying the configuration options. To increase the logging level for
troubleshooting purposes, edit the C: \ Program Fi | es (x86)\Bi gfi x Enterprise\ Managenent Extender
\ Pl ugi ns\ Bare Metal Extender\settings.]json file. For example, to change the logging level from 3 to 4:

"ConfigurationOptions" -d v 4

To change the circular logging default values, edit the - m x: v setting, where x is the maximum file size in Megabytes,
and v is the maximum number of log/trace files. The default value is - m 10: 10. For example, to change the maximum

number of trace files from a value of 10 to a value of 5:

"ConfigurationQptions": "-d -v 3 -1 \\\"C:\\Program Fi | es\\Bi gFi x OSD\\ Bar eMet al Extender.log\\\" -t \\\"C:\\Program Fil es\\Bi gFi x

OSD\ \ Bar eMet al Ext ender . trc\\\" -m 10: 5",

The target information is retrieved and refreshed on the server every 10 minutes. If you want to modify the default
refresh interval for retrieving this information from 10 to 15 minutes, overwrite the default value, as shown in the

following example:

"Devi ceReport Ref reshl nt erval M nutes": 15,

The Devi ceRepor t Expi rat i onl nt er val Hour s parameter defines the expiration period after which a bare metal target
is considered inactive and can be erased. After this period has expired, the plug-in will stop tracking information
for the target. The default value for this interval is 168 hours. You can modify the expiration period by locating the

corresponding string:

" Devi ceReport Expi rati onl nt erval Hours": 168,

After this interval has elapsed, the entry for the target in the Subscribed Computers can be erased. For information

about deleting bare metal target entries, see Deleting bare metal target entries (on page 224).

After you make changes to the settings in this file, the Proxy Agent service must be restarted for the modifications to

take effect.
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Starting the service
You can start the Proxy Agent service by running the Start Proxy Agent Fixlet (75).
Uninstalling the plug-in

To remove the Management Extender for Bare Metal Targets, complete the following steps:

1. Run the Remove Management Extender for Bare Metal Targets Task (ID 151).
2. Remove the Proxy Agent from the BES Support site, run the task TROUBLESHOOTING: Uninstall BigFix Proxy
Agent (ID 1795)

If your relay is BigFix version 8.2 or 9.0, see Deprecated and Superseded functionalities (on page 249)

Troubleshooting

Logs for troubleshooting are on each Bare Metal Server in %°r ogr anti | es% Bi gFi x OSD
\ Bar eMet al Ext ender . t r c. The default logging level is 3. You can change circular logging options in the

settings. j son file. See Changing the plug-in settings (on page 57).

Activating Analyses

To start using OS Deployment, activate the analyses shown in the Setup node in the navigation tree. Click each

analysis from the navigation tree, and then click the link provided in the analysis window to activate it.

OS Deployment Server Information

The OS Deployment Server Information is used to gather the versions of OS deployment servers that have been

deployed and also retrieves information about the status and settings.

i Ll Analys 5 Deployment Server Information
5l 03 Deployment and Bare Metal Imaging = ﬁ.ﬁ.ctivate Gl Deactivate | # Edit |==Export ‘ Hide Locally  Hide Glabally
d Health Checks - :
S Setup Description | Details I Applicable Computers (00 |
—E Install BES Server Plugin Service (04
—ﬁ TEM Server: Install Upload Mainkenance 2 Description

—ﬁ 05 Deployment - Upgrade Upload Mainter
—m Update Server Whitelist For 05 Deployme
—ﬂ 551 Encryplion Analvsis for 03 Deployme
—ﬁ 05 Deployment Server Infarmation (07
—ﬁ Re-image Failure Information (07

—ﬁ Hardware Information (00

This analysis gathers the versions of 05 deployment
servers which have been deployed.

® Click here to activate this analysis.

Click the link in the Actions box to activate this analysis. To install an OS Deployment server and to view or change

information about installed servers, see Managing Bare Metal OS Deployment Servers (on page 39).
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Re-image Failure Information

The Re-image Failure Information is used to retrieve information from machines that failed to boot into the Windows
preboot environment and were unable to successfully re-image. This information is used in the Activity Dashboard to

change the driver bindings and try the boot again.

2
E-= 05 Deployment and Bare Metal Imaging ;l

J;J Health Checks

s
e

lI'{E.ﬁ.ctivate %Deactivate | # Edit |==Export | Hide Locally  Hide Globally ‘ MHre

S Setup Description |Detai|s | fpplicable Computers (0) |
—ﬁ Inskall BES Server Plugin Service (I
—ﬁ TEM Server: Install Upload Mainker Description

— 25 Deployment: - Upgrade Upload |

This analysis retrieves information from rmachines that failed to
—ﬁ pdate Server Whitelist For 05 D

boot into WWindows prebaot environment and were unahble to

| — 9l 5L Encryption Analysis for OF Dey succassfully re-image. This information is used in the Activity
— Q) 05 Deployment Server Information Dashboard to allow for changing driver bindings in order to try
—ﬁ Re-image Failure Information (00 again.
—ﬁ Hardware Information {07
- MDT Bundle Creator Setup (6) ® Click here to activate this analysis.

—ﬁ Enable Encryption for Clienks (517
Click the link in the Actions box to activate this analysis.

Hardware Information

The Hardware Information analysis is used to filter drivers by compatible hardware models and to calculate which
drivers are used during a deployment.

1 LAl Analysis: Hardware Information

Bl 05 Deplayment and Bare Metal I“EI q_‘j.ﬁ.ctivate %Deactivate ‘ # Edit |=5Export | Hide Locally Hide Globally | oK Remove

J Health Checks

-l Setup Descripkion |Detai|s | applicable Computers (00 I
—ﬁ Inskall BES Server Plugin Sel
—& TEM Server: Inskall Upload 1 Description

R 05 Deployment - Upgrads L This analysis contains information about the hardware found an
—ll Update Server whitelst For computers. This analysis is used to filter drivers by compatible
—ﬁ S5L Encryption Analysis For hardware madels.

—@ 03 Deployment Server Info
—ﬁ Re-image Failure Informatio

Q) Hardware Infarmation {0} ® Click here to activate this analysis.
[]—I_% MDT Bundle Creator Setup §

Click the link in the Actions box to activate this analysis.

Bundle Creator Machine Information

The Bundle Creator Machine Information analysis returns information about targets with the Bundle Creator installed
and the version of the installation.
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Analysis: Bundle Creator Machine Information
Q5 Activate Qg Deactivate ‘ # Edit E}} Export ‘ Hide Locally Hide Globally ‘ ¥ Remove

Description Details Results Applicable Computers (2)

Description

This analysis returns information about targets with the Bundle Creator installed and the version of the installation.

® Click here to deactivate this analysis.

Click the link in the Actions box to activate this analysis.

Bare Metal Target information

This analysis contains information about the Bare Metal Targets managed by Bare Metal OS Deployment Servers with
the Management Extender for Bare Metal Targets component installed.

Analysis: Bare Metal Target Information e
@i Activate @ Deactivate ‘ # Edit @} Export ‘ Hide Locally Hide Globally | 28 Remove

Description  Details Applicable Computers (7)

Description

This analysis contains information about the Bare Metal Targets that are managed by Bare Metal OS Deployment Servers
with the Management Extender for Bare Metal Targets component installed.

® Click here to activate this analysis.

Click the link in the Actions box to activate this analysis.

Health Checks Dashboard

The OS Deployment Health Checks Dashboard provides troubleshooting and optimization checks for OS Deployment.
For both the General and Bare Metal panels, you can drill down into individual health checks to see the results and a

resolution path for failing checks.

Use the Health Checks - General dashboard to see the current health status of the BigFix infrastructure.
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Mame Status  Severity
7 05 Deployment Site has Server Subscribed Pass  Medium
2 05 Deployment Analyses Activated Fail High
> Server whitelist updated Pass High
? Server and Relay Cache Size Fail High
> MDT Bundle uploaded and up to date Warn  Medium
> WIM information complete Pass Low
2 WIM Images have compatible OS5 Resourcs Pass Low
> At least one operating system image uploaded Pass  Medium
7 At least one Windows Driver Uploaded Pass  Medium
> Image Provider is installed on Windows Relays Fail  Medium
> Relay versions are 9.0 or later Pass  Medium

Use the Health Checks - Bare Metal dashboard to see the current health status of the BigFix infrastructure if you want
to install additional components for bare metal deployment.
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[v' Bare Metal: Fail

Name Status Severity
> Servers are out of date Pass High
> Servers are encrypted Pass High
2 Servers have enough disk space Pass High
0= Deployment Server Services is running Pass High
>  BES Relay Service is running Pass High
Authentication is disabled on servers Pass High

Servers are in sync

Servers should be in sync in order to reduce issues while re-imaging.

Results:

Servers not in sync: 1 Fail High

Resolution:
Sync the servers from the Bare Metal Server Manager dashboard and allow some time for machines to start

reporting results

Server profiles warnings Fail High

If the deployment was set up correctly, all the results are shown as Pass. If the result of any check is Fail, expand the

node and take the recommended action.

Verifying Secure Hash Algorithm (SHA-256) readiness

BigFix version 9.1 uses the SHA-256 hashing algorithm to increase file exchange security. OS Deployment manages

file exchange within the application flows using SHA-256.

From BigFix Version 9.1, all application-specific files are managed with SHA-256. All new files uploaded by the user
(images, drivers, MDT Bundles etc.) and generated by the system after the installation of BigFix version 9.1 are
created with the SHA-256 hashing information included, and are managed accordingly. The files that were uploaded
and created on earlier BigFix versions, do not have the SHA-256 information. You can continue to use these files, but
file exchange will not benefit from the improved security provided by SHA-256.
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If the BigFix Server is configured to allow exchange of files in SHA-256 mode only, then it will no longer be possible to

use files created with earlier versions of BigFix.

To verify SHA-256 readiness, the health check named "0S deployment Environment is SHA-256 compliant” scans for
files that do not have SHA-256 information. The outcome of this check can result in a warning message indicating
that some files are not SHA-256 compliant. You can start an action to calculate the missing SHA-256 information
and to automatically update the affected files from the Resolution section of the health check. If the action does

not update one or more files, you can display the file names for further problem determination. When the action
completes successfully, the status changes to "Pass". In this case, a synchronization action is automatically started
to update the hashing information on Bare Metal servers in the network.

If the BigFix server is configured to allow the exchange of files in SHA-256 mode only, a warning banner is also
displayed in the OS Deployment dashboards, with an indication for the user if the SHA256 compliance health
check status is not "Pass". Clicking on the banner opens the Health Checks dashboard from where you can start a

remediation action.



Chapter 3. Managing MDT Bundles and Deployment Media
for Windows targets

To perform OS Deployment of Windows operating systems, you prepare your deployment environment and resources
using the Bundle and Media Manager Dashboard.

From the Bundle and Media Manager dashboard, you can:

« Install MDT Bundle Creators
» Create MDT Bundles
« Create Deployment Media

The tasks available from this dashboard provide a simplified approach to setting up your environment for Windows
operating system deployments. You can download MDT Bundle Creators and their prerequisites, and create MDT

Bundles in a simple, guided manner, eliminating the need to manually install the required software stack or edit the
configuration parameters. You can create bundles with or without OS resources, or OS resources only. You can also
create bootable CD, DVD or USB devices, to be used for offline deployments. Colored icons in the warnings column

provide information about any missing prerequisites or about deprecated components.

Each task is available in a separate wizard. Each wizard is described in detail in the following sections.

Bundle and Media Manager Dashboard

You can install MDT Bundle Creators, and create MDT Bundles and Deployment Media using the Bundle and Media

Manager dashboard.

To use this dashboard, you must first activate the Bundle Creator Machine information analysis.

05 Deployment - Bundle and Media Manager

Manage MDT Bundles, OS Resources and Deployment Media Last Updated: 06/21/2023 123721 AM (X

Use this dashboard to install MDT Bundle creators, and to create, upload, and manage MDT bundles and operafing system resources needed for capture and deployment of operating systems. You can
upload an MDT Bundle complete with operating system (OS) resources or upload each item individually

Deployment Resources MDT Bundie Creators and Windows Media Linux Media

Resources

Upload MDT Bundle Import Linux OS Resource

D Name 1L Resource Type 1L Resource Info L Date Uploaded 1L size 1L wamings
PE10_22000 PE10_B22000x86 (21H2), PE10_B22621x64 (22H2), MDT 8456

O Gi0an MDT Bundie UsMﬂu»BZEGUDx(EE us)r'mmjzzuuoxea (22H2) Tue, 06 Jun 2023 02:26:31 PM  101.80 MB /7
| fg;'ga%}zszw (3113 yoT Bundie |E§bo‘r1ﬂc)2250§20g2616x(5241 H2), PE10_B22621x64 (22H2), MDT S"55-| Thu, 15 Jun 2023 05:04:26 PM  75.54 MB Vi
Il Red Hat 8 x64 SP1 Linux OS Resource grubx64 efi Wfd‘ 04 Aug 2021 08:15:54 544 67 MB

|:| \[I)\t;$g?r|t? 10 x86 08 Resource \}é\ﬁd‘ 10 May 2023 05:43:32 54493 MB

| Jindows 10 %86 08 Resource Fri, 12 May 2023 11:4513 AM 572,68 MB

O IR 0S Resource 10.0.17763.737 Thu, 05 Nov 2020 02:29:03 PM  648.90 MB

2019 x64 RID1809

From this dashboard you can:
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- Install MDT Bundle Creators from the MDT Bundle Creators and Windows Media tab, by clicking Install MDT
Bundle Creator . In the wizard, select the tool combination that best suits your deployment patterns. When you
select the tools, the corresponding set of supported operating systems is highlighted.

- Create MDT Bundles for the operating systems you plan to deploy. An MDT Bundle is a collection of scripts,
0S resource files, and folders that are required for reimage, capture, and bare metal deployments. When you
create an MDT Bundle, these resources must be specified for each operating system, architecture, and Service

Pack combination that you plan to deploy in your environment.

The Create MDT Bundle wizard detects the software stack available on the selected Bundle Creator machine.
Based on the installed software, it guides you in selecting the correct resources for the creation of the MDT
Bundle. The target on which the bundle is created must have either Windows Automated Installation Kit
(WAIK) or Windows Assessment and Deployment Kit (WADK).

- Create network boot and offline deployment media from the Create Deployment Media wizard, to boot
systems when a PXE server is not available, and to deploy profiles to targets that are disconnected from the
network. The supported media types are USB, CD, and DVD devices.

« Import Linux OS Resources

- Create Linux Deployment media from the Linux Media tab.

For each target in the MDT Bundle Creators and Windows Media tab, the table displays information about the
following:

- the version of the installed OS Deployment server
« which MDT Bundle Creator version is installed
« which Deployment kit is installed

The Warnings column indicates whether some prerequisites are missing, or if components are not at the required

version or level for the available tasks.

You can install the MDT Bundle Creator on a computer manually from the MDT Bundle Creator Setup node. If the
creators you install manually are on systems that have a BigFix client installed, they are displayed in the list of
available MDT Bundle Creators. You can also create MDT Bundles manually by customizing the required parameters
inthe par anet er s. i ni file, and by launching the MDT Bundle Creator executable. For information about manual

installation and configuration, see Creating and managing MDT Bundles manually (on page 77).

Note: If you have installed MDT Bundle Creators with versions earlier than 3.4, these computers are visible in
the dashboard, but the Create MDT Bundle wizard is disabled for these targets.

Installing MDT Bundle Creators

From the Bundle and Media Manager dashboard, you can install MDT Bundle Creators on selected targets.

In the Bundle and Media Manager dashboard, select the MDT Bundle Creators and Windows Media tab and click
Install MDT Bundle Creator to start the wizard.
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Install MDT Bundle Creator

The following combination of tools will be installed

MDT Bundle Creator

WADK 10 version 2004 and MDT build 8456 o
This combination produces WinPE 10 version 2004 based bundles.
Supported Operating Systems

The bundle creator will generate bundles that can be used to deploy the following
operating systems:

* Windows XP » Windows 2003

* Windows Vista * Windows 2008

* Windows 7 * Windows 2008 R2
* Windows 8 * Windows 2012

* Windows 8.1  Windows 2012 R2
+ Windows 10  Windows Server

The Bundle Creator installation may require the following additional prerequisite software.
By using this installation program you are implicitly accepting the license agreements for
this software.

You will not be prompted to accept the new licenses. To view the individual license
agreement statements, click on the links below.

The licenses for these Microsoft products are included in their respective product
installers.

NET Framework License

WADK 10 Version 2004 License

MDT build 8456 License

! | have read and agree to the license statements

Submit Cancel

Here you can see the combination of tools that will be installed and the list of operating systems that can be
deployed. Choose the combination of tools that best matches your deployment needs. For each choice, the list of

operating systems that can be deployed is automatically displayed.

Depending on the target you select for the installation, additional prerequisite software can be automatically
downloaded and installed. You are asked to agree to the license statements regarding this software. Click Submit to
take action, and select one or more targets where the Bundle Creator will be downloaded.

! Important:
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- The computers on which you install the MDT Bundle Creators must have direct internet access for the

prerequisites to be correctly downloaded and installed through the wizard.

« You don't need to create an MDT Bundle for Windows 10/11 in-place upgrades. For more information,
see Installing Windows 10/11 or Windows Server using in-place upgrade (on page 169).

- If you select to install the MDT Bundle Creator on a target machine that already has deprecated
deployment tools, the existing tools are not replaced. To ensure that the tools you select are
downloaded on the target, check it beforehand and manually remove the preexisting tools if
necessary. The deprecated tool combinations are listed in Deprecated Component Combinations for
MDT Bundle Creator (on page 249).

MDT Bundle Creators and valid component combinations

The following table lists the valid combinations for components using the MDT Bundle Creator Tool 3.11 .8". For each

combination, here is a corresponding list of operating systems that you can deploy.

Table 1. Valid component combinations for capture, reimage, and bare metal deployments

This table lists the component combination supported for capture, reimage, and bare metal deployment scenarios on
Windows targets

MDT Bun- Microsoft De-
Operating System dle Creator ' ployment Toolkit WIM Toolkit
WADK for Windows 11 22H2 (build
Windows 11 3.11.8 MDT build 8456
22621)
] 5 ] WADK for Windows 11 22H2 (build
Windows 10 3.11.8 MDT build 8456
22621)
WADK for Windows 11 22H2 (build
Windows Server 2022 3.11.8 MDT build 8456
22621)
WADK for Windows 11 22H2 (build
Windows Server 2019  3.11.8 MDT build 8456
22621)
WADK for Windows 11 22H2 (build
Windows Server 2016  3.11.8 MDT build 8456
22621)
Windows Server 2012 WADK for Windows 11 22H2 (build
3.11.8 MDT build 8456
R2 22621)
WADK for Windows 11 22H2 (build
Windows Server 2012  3.11.8 MDT build 8456

22621)

Notes
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1. MDT Bundle Creator 3.11.8 supersedes all earlier versions.
2. For windows 10 x86, the last supported WADK is WADK 10 2004, refer to https://learn.microsoft.com/en-
us/windows-hardware/get-started/adk-install.

For the list of deprecated component combinations for MDT Bundle Creator, see Deprecated Component

Combinations for MDT Bundle Creator (on page 249).

For a complete list of WADK(WinPE) versions and Operating System support, refer to the Microsoft Technet website.

Note: WADK 10.1.25398.1 (September 2023) is not supported for MDT Bundle creation.

Creating and uploading MDT Bundles and OS resources

Using the wizard, you create MDT Bundles and OS resources for your Windows deployments.

From the MDT Bundle Creators and Windows Media Tab, select a target and click Create MDT Bundle. This option
is disabled if the target you selected does not have Windows Automated Installation Kit (WAIK) or Windows
Assessment and Deployment Kit (WADK) installed.

From the wizard, you can choose one of the following tasks:

« Create both MDT Bundle and OS resources
* Create a new MDT Bundle only

« Create new OS resources only

Depending on the tool combinations installed on your target, the wizard displays the set of parameters that are

available to you.

If you are creating OS resources, you can choose to include ISO images from a specific directory on the target, or
include specific ISO image files by specifying the file names, or both. The folder you specify can be either local to the
target, or a mapped drive on the target system. In the latter case, you must specify the IP address and the credentials

needed to mount the drive.

0S resources are created from Windows™ installation media by the MDT Bundle Creator. The resources can be left in
the output of the MDT Bundle Creator and uploaded at the same time, or they can be moved elsewhere and uploaded

separately. The OS resources loaded separately are identified by Resource Type “OS Resource’in the dashboard.

An OS resource is required for each operating system, architecture, or Service Pack/Release ID combination that you
plan to manage with OS Deployment. Single resources can be uploaded by specifying an individual resource folder

such as Wx86SP0 OF WLOX64RI D1607.

Note: Individual OS Resources must have been created in previous runs of the MDT Bundle Creator and can
be found in the generated Deploy folder under MOTBundl e\ Cont ent \ Depl oy\ Oper ati ng Syst ens.


https://learn.microsoft.com/en-us/windows-hardware/get-started/adk-install
https://learn.microsoft.com/en-us/windows-hardware/get-started/adk-install
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You can also create OS resources from the Image Library when you import the ISO images directly from installation
media.

Note: The Manual tab displays the par anet er s. i ni file, where all specified options are stored. Editing this

section incorrectly could result in failures during the upload of the MDT Bundle.

When you have created your MDT Bundles, you can upload them to the BigFix Server from the Deployment Resources
tab of the Bundle and Media Manager dashboard. Browse to the directory where your MDT Bundle is stored, and
upload only the MDTBundle\Content\Deploy directory from this location. Click Upload MDT Bundle to load the
directory onto the BigFix server and complete the upload process from the console.

You can upload multiple MDT Bundles. When you create or edit an MDT Bundle, you can make it your default Bundle
by selecting the corresponding option.

05 Deplayment - Bundle and Media Manager

Manage MDT Bundles, OS Resources and Deployment Media Last Updated: 06/21/2023 123721 AM (¥

Use this dashboard to install MDT Bundle creators, and to create, upload, and manage MDT bundles and operating system resources needed for capture and deployment of operating systems. You can
upload an MDT Bundle complete with operating system (OS) resources or upload each item individually

Deployment Resources MDT Bundle Creators and Windows Media Linux Media

Resources

Upload MDT Bundle Import Linux OS Resource

D Name 1L Resource Type 1L Resource Info 1L Date Uploaded 1L Size 1L Wamings

O AR orome oIS AP I PEI0 SIS UE DL MO 105 un o031 P 0150MD ’
O Do o2 G119 MT Bundle B e L R0 B22eZ R S D MDIB Thu, 15 Jun 2023 05:04.26 PM  75.54 MB /7
O Red Hat8x64 SP1  Linux OS Resource Qrubxed efi Jyed. 04 Aug 2021 08:15:54 544.67 MB

Windows 10 x86 Wed, 10 May 2023 05:43:32

O DIV 0S Resource M 54423 MB

O Lhnsons 10xee 08 Resource F, 12 May 2023 11:4513AM  572.88 MB

O g‘gfg%i %‘fg‘e&’og 08 Resource 10.0.17763.737 Thu, 05 Nov 2020 02:23:03 PM  648.90 MB

For each resource of Resource Type “MDT Bundle”, the Resource Info column displays the Windows PE version
included in the bundle.

For WInPE 10, the Release ID that uniquely identifies the current PE version loaded on the BigFix server is displayed in
parentheses. This version could be different from the PE version used to create the MDT Bundle.

When you upload the MDT Bundle, you can set the Overwrite Preinstallation Environments option by expanding
the Preferences section. Select Yes, to overwrite Preinstallation Environments previously loaded on the server. The
default setting is Auto. With the default setting, the Preinstallation Environments are overwritten only if the version

you are uploading is the same or later than the currently saved versions.

When uploading an MDT Bundle with WinPE 10 of a later release ID than the one currently stored on the BigFix server,
if you select to not overwrite the existing preinstallation environments, the earlier release is kept and displayed in the
Resource Info column of the dashboard.
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Upload MDT Bundle
Browse to the MDT Bundle, or an OS5 resource folder: i ]

C:ABigFix0SDA\MDTEundle\ContentuDeploy m

Qverwrite Pre-Installation Environments: (O Yes (O No (@) Aute

Upload Cloze

Important: If you want to deploy on UEFI targets with the Secure Boot firmware option enabled , your MDT

Bundle must be at level 3.9.06 or later, and you must select Yes to overwrite preinstallation environments

when you upload it.

Creating Windows Deployment Media

You can generate network boot and offline deployment media for Windows OS deployments from the Bundle and

Media Manager Dashboard.

From the MDT Bundle Creators and Windows Media tab, select Create Deployment Media to complete one of the

following tasks:

« Generate an iso file to burn a CD/DVD media
« Create a USB deployment media on a mounted USB key, which can be formatted before creation.

- Generate USB key content for later creation of USB deployment media.
Depending on your selection, the CD, DVD, or USB media can include:

» WInPE only (network boot): In this case, when WinPE starts from the media, the target boots and connects to
the Bare Metal OS deployment server (PXE server) to receive the binding menu.

» WInPE and one or more bootable images (offline deployment): In this case, when the boot operation
completes on the target, the binding menu is displayed. The user at the target can select the profile to deploy

from the media.

Based on the Windows Deployment Kit installed on the selected computer, the correct version of Windows
Preinstallation environment (WinPE) is downloaded from the specified Bare Metal OS deployment server and included

in the media.
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Media Type
Select the type of media you want to create &

@ Create Offline Deployment Media

(O Create Network boot Media

Note: The OS Deployment Server from which you download the files that are needed for creating the media

must be at Version 7.1.1.17 or later.

During the media creation process, files are stored in a temporary folder on the selected Bare Metal OS deployment
server. By default, the temporary folder is created in the system TEMP folder. When the process completes, the folder
is erased. To specify a different path for the temporary folder, complete the following steps before you create the

media:

1. From the subscribed computers list, locate the Bare Metal OS deployment server and edit the computer
settings.

2. Add the custom setting BAREMETAL_CURRENT_MEDIATMP and specify the new path in the value field.
This path must already exist on the selected server. If the specified path is not found, the temporary folder is
created in the default path.

3. After the task completes successfully, create the media.

Important: When you create network boot or offline deployment media for UEFI targets that have the Secure
Boot firmware option enabled, you must use an MDT Bundle with WinPE 4 or later and you must disable

enhanced error detection in the profiles that you deploy to these targets.

Note: To deploy from a deployment media, the needed drivers must be explicitly bound in the deployment
engine binding matrix ("Current Manual Binding" column) in the Driver Bindings.

Note: If the Bare Metal Server providing the deployment media files is not local onto the creator machine, and
the creator machine client version is 10.0.8 or later, an additional step for allowing the creator machine to
download via https from the Bare Metal Server computer is needed before launching the creation task. Any
one of the following alternative steps should be in place before launching the deployment media creation:
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- Import on the Bare Metal Server web interface, a certificate signed by a Public CA. See Managing Bare
Metal OS Deployment Servers (on page 39).

or

- Export from a browser connected to the Bare Metal Server web interface, the self signed certificate
the server uses for https communications (the *.crt file) and copy it to the folder <bigfix client folder>
\TrustedDownloadCerts (by default it's "C:\Program Files (x86)\BES Client\TrustedDownloadCerts) in

the creator machine.
or

« Add to the client running on the creator machine the setting _BESClient_Download_UntrustedSites

with value as 1.

Creating network boot media

The use of network boot media is useful in situations where a DHCP server is not available, or when there is a firewall

that is preventing PXE traffic.

To create a network boot CD/DVD or USB media complete the following steps:

1. On the Media Type pane select the target, then select Create Network Boot Media, and click Next.

2. Select the 0S Deployment server from which the files used to create the media are downloaded, and click
Next.

3. Depending on the deployment kit that is installed on the selected target, the Create Deployment Media page
displays the version of WinPE that is included in the media. You can specify, select, or change the following
settings:

a. The OS architecture .

b. Optionally, you can choose to include all available WinPE drivers in the media. This option is useful
only when you have a new computer model which is not listed among the available models in the
Driver Library, and a binding grid cannot be generated to associate the correct drivers for the devices.
A preferable alternative is to add the new computer model to your BigFix environment in one of the
following two ways:

= Install an operating system on the computer of that model and connect it to the BigFix

infrastructure through a BES client.

or

= PXE boot a computer of that model to a Bare Metal server where the Management Extender for
Bare Metal targets is installed and running.

c. The type of media: CD/DVD, mounted USB key, or USB key content. You can optionally select to format
the USB-mounted media. For the USB content, you must specify a target directory. Two scripts are
downloaded in the specified target directory, formatUSB.cmd and MakeUSB.cmd Depending on your
selections, some restrictions might apply. See Network boot media limitations (on page 73).
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d. Specify the connection details for the target PXE boot. By default, the OS Deployment server that the
target contacts when the PXE boot operation is complete is automatically discovered. You can specify
the connection parameters either explicitly or at boot time. You must always specify the password of
the administrative user on the OS Deployment Server.

e. Select the type of network configuration settings that are assigned to the client at boot time. By
default, a dynamic IP address is assigned (DHCP). Alternatively, you can specify a static IP address,
network mask, and gateway address. If you specify static network settings, you can overwrite them at
boot time by checking the corresponding option.

f. You can optionally specify to have the user start the boot sequence on the target. In this case, a
prompt is displayed on the target and the boot sequence begins only when the user responds to the
prompt.

g. If the network boot media must connect to a bare metal server of version 7.1.1.20.311.12 or lower, you
must select the specific option.

4. When you have completed your selections, click OK. The information that you provided is validated before the
media creation task begins.

Network boot media requirements and limitations: The following restrictions apply to network boot media:

- If you select the USB Key content media type, you must format the USB key with a single bootable FAT32
partition of at least 512 Megabytes. To format the USB key, you can use the formatUSB.cmd script. USB keys
that are formatted as NTFS file systems are not supported on UEFI targets.

- If you select mounted USB key and no formatting option, for the key to work on UEFI targets, you should first
format the key with a single bootable FAT32 partition of at least 512 Megabytes.

! Important:

» When a target connects to a bare metal server using a network boot CD, a binding menu with all
available profiles on that server is displayed. However, because the WinPE that is included in the
boot media is downloaded and started on the target, only profiles with an MDT Bundle with the same
WinPE version can be deployed successfully.

Creating offline deployment media

Offline deployment media can be used when the target has no connection to the OS Deployment Server or when the
network connection is slow. Some typical situations are small branch offices with slow links and no local deployment
server, isolated computers that are disconnected from an internal network, or notebook users that cannot connect to
the local area network or are using a modem. When you create offline deployment media, all necessary files for the
deployment are downloaded.

From the Bundle and Media Manager dashboard, click the MDT Bundle Creators tab, select a target from the list and
click Create Deployment Media. The Media Type window is displayed:
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To create an offline deployment CD/DVD or USB media complete the following steps:

1. On the Media Type window, select the target, then select Create Offline Deployment Media, and click Next.
2. In the OS Deployment Server and Bare Metal Profiles pane, select theOS deployment serverto which the files
used to build the media are downloaded.
3. The Bare Metal Profiles available at the selected OS deployment server are displayed. The profiles that you
can choose from are filtered and meet the following requirements:
> contain MDT Bundle Version 3.6 or later with the level of WinPE compatible with the deployment kit
installed on the target where you are creating the media.
> contain OS images that are compatible with the deployment kit installed on the target where you are
creating the media.
Profiles that do not meet these criteria are not displayed. Select one or more profiles to include in the media

you are creating. Click Next.

Note: If the profiles you select have a hostname rule containing variables for IP or MAC addresses,
their values are substituted with zero (0) at runtime. For example, Win10-[IP] becomes Win10-[0000]

on the target.

Important: If you are creating deployment media for UEFI targets that have the Secure Boot firmware
option enabled, the profiles you select to include in the media must not have enhanced error detection
enabled. Ensure that the profiles you include meet this criterion, or edit them to disable enhanced error

detection before you create the media.

Note: When you select more than one profile of OS images with different architecture (32-bit and 64-
bit), the WinPE 64-bit will be included in the media, and it will not be possible to successfully deploy
32-bit OS image. When you are adding more that one profile of OS images, the OS images must be of
the same architecture.

4. In the Create Deployment Media window, some selections are already made, based on your input in the
previous window.
> You can optionally choose to inject available drivers in WinPE
> You must specify the password of the administrative user on the OS Deployment server that you
selected in the previous window. The password is needed only if the target used for creating the media
is not an OS Deployment server.
> Select the type of media you want to create. If you select the USB Key content, you must specify

an output directory. Two scripts are downloaded in the specified directory, formatUSB.cmd and
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MakeUSB.cmd. Depending on the selected media type, some restrictions might apply. See Offline
deployment media limitations (on page 75)
> You can optionally specify to have the user start the boot sequence on the target. In this case, a
prompt is displayed on the target and the boot sequence begins only when the user responds to the
prompt.
5. When you completed your selections, click OK. The information that you provided is validated before the

media creation task begins.
Offline deployment media requirements and limitations: The following restrictions apply to offline deployment media:

- If your media type is a mounted USB key:

o If you select the Format the USB key option, the USB media must be seen as a fixed disk and not as
removable. Typically, Flash Drive USB cards are seen as fixed disks and can be used.

> If you do not choose the formatting option, you must first format the key with two partitions, of which
the first must be a bootable FAT32 partition of at least 1024 Megabytes, and the second partition a
non-bootable NTFS partition, large enough to store the selected images. The USB media must be seen
as a fixed disk and not as removable.

- If your media type is USB Key Content:

- If your USB key is a fixed disk, and you want to format it with two partitions, you can either format it
with the formatUSB.cmd script or manually. If you want to format the key manually, the first partition
must be a bootable FAT32 partition of at least 1024 Megabytes, and the second partition a non-
bootable NTFS partition, large enough to store the selected images.

- If the USB key is removable and you want format it with a single partition for deployment on both
BIOS and UEFI targets, you must format it manually as a FAT32 bootable partition, then run the
makeUSB.cmd script. Furthermore, the image included in the Bare Metal profile must not be larger
than 4 GB.

> For deployment on BIOS targets only, if the USB key is removable, you must format it manually with a
single NTFS partition and then run the makeUSB.cmd script.

Note: To complete the operating system deployment successfully on the target, ensure that the hard disk
device on your target is configured before the CD/DVD or USB media device in the boot sequence. Then, force
the boot from the media device to start the deployment. Alternatively, only for CD/DVD media, select the Boot
at User Request option during the creation of the media.

Formatting and loading USB key content

When you are creating network boot or offline deployment USB key content, all files that are needed for booting

from the network or for offline deployments of operating systems on targets are stored in the specified folder on the
selected target. In this path, two scripts that are named formatUSB.cmd and makeUSB.cmd are downloaded. You can
run these scripts to format and load the folder content on the USB key. To run the scripts, open a Windows shell with

administrative privileges.
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Offline deployment media preparation:
formatUSB.cmd

Use this script to format your offline deployment USB key with a bootable FAT32 partition

and a non-bootable NTFS partition. Complete the following steps:

1. Insert the USB key. The USB key must be empty, and identified as a local disk.
2. Run the script from a shell with administrative privileges by specifying the drive
letter that is assigned to it, an extra drive letter that is not currently assigned to

another disk, and the disk number. For example:

format USB.cnd F G 1

3. When the formatting step completes, use the makeUSB.cmd script to complete the

USB key preparation.

Run the script without arguments to view the disk configuration. The disk numbers are
displayed in the first list. The drive letter is displayed in the second list. The letter must be

identified as type 'Partition'.
makeUSB.cmd

Use this script to populate your bootable offline deployment USB key:

1. Insert the USB key. Ensure that the key was previously formatted with a bootable
FAT32 partition and an extra NTFS partition. You can use formatUSB.cmd to
format the key.

2. Run the script from a shell with administrative privileges, by specifying the USB key
drive letters. The first letter must be the FAT32 partition. For example:

makeUSB. cnd F G

You can use a USB key with a single partition. For the key to work on UEFI targets it
must be formatted FAT32, not NTFS. For example:

makeUSB. cnd F

Network boot media preparation:
formatUSB.cmd

Use this script to format your network boot USB key with a single bootable
FAT32 partition:

1. Insert the USB key. The key must be empty.
2. Run the script from a shell with administrative privileges, by
specifying the drive letter that is assigned to the USB key, and the

disk number. For example:
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format USB.cnd F 1

3. When the formatting step completes, use the makeUSB.cmd script to
complete the USB key preparation.

Run the script without arguments to view the disk configuration. The disk
numbers are displayed in the first list. The drive letter is displayed in the

second list. The letter must be identified as type 'Partition’.
makeUSB.cmd

Use this script to populate your network boot USB key:

1. Insert the USB key.

2. Ensure that the USB key was previously formatted with a single
bootable FAT32 partition. You can use formatUSB.cmd script to
format the key.

3. Run the script from a shell with administrative privileges, by
specifying the USB drive letter. For example:

makeUSB. cnd F

Important: When you run formatUSB.cmd, make sure that you specify the correct disk number and drive
letter. Failure to do so might cause unrecoverable damage to your computer. All partitions on the USB key are

erased.

Creating and managing MDT Bundles manually

Use the Fixlets and tasks in the MDT Bundle Creator Setup node to manually prepare your environment for creating
MDT Bundles.

You can download and run the MDT Bundle Creator tool on an BigFix client, or on any other computer of your choice,
providing it connects to the external network, and meets specific system requirements and prerequisites. If you run

the tool on a client, there are Fixlets and tasks that install the required prerequisites and components for you.

If your designated computer is not an Endpoint Management client, then you must download the MDT Bundle Creator
tool manually and install the needed prerequisites , by following the process described in MDT Bundle creation
process (on page 79).

If you are setting up the MDT Bundle on an BigFix client, from the Setup node, expand MDT Bundle Creator Setup to
display the required Fixlets and tasks.

To prepare your client system to run the MDT Bundle Creator Tool, run the required Fixlets and tasks in the order
shown, then launch the MDT Bundle Creator tool to create your MDT Bundle, and finally upload the bundle to the

BigFix server.
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Note that some Fixlets might not be relevant if the selected client already has the corresponding prerequisites at
the required level. The computer on which you run the WADK installation Fixlets must be connected to the external
network.

! Important: At least Powershell 2.0 is required as a prerequisite to install the MDT Bundle Creator tool.

1. Deploy 7-Zip - Fixlet 40

Downloads the 7-zip compression and decompression tool to the selected computer.

2. Deploy Windows Assessment and Deployment Kit 10 - Fixlet 62

To download and install one of the following on the selected computer:
> WADK for Windows 11 22H2 (build 22621) to use with MDT build 8456
> WADK for Windows 11 (build 22000) to use with MDT build 8456
> WADK 10 release id 2004 to use with MDT build 8456
> WADK 10 release id 1903 to use with MDT build 8456
> WADK 10 release id 1809 to use with MDT build 8450 or build 8456
> WADK 10 release id 1803 to use with MDT build 8450
> WADK 10 release id 1709 to use with MDT build 8443 or build 8450
> WADK 10 release id 1703 to use with MDT build 8443
> WADK 10 release id 1607 to use with MDT build 8443

! Important:
o WADK for Windows 11 (build 22621) supersedes all previous x64 versions.
> WADK for Windows 10 2004 supersedes all previous x86 versions.
> Using WADK 10 release id 1703 or later, when you create an MDT Bundle with
a parameters.ini file pointing to an .iso containing i nst al | . esd or to a folder containing an
i nstall.esdimage, and noti nst al | . wi mthe creation of the bundle is successful.
> On Windows 7, Windows 2008, or Windows 2008 R2 systems, Microsoft .NET Framework 4.5

must already be installed before you run this Fixlet.

Note: The choice of which kit to download depends on the operating systems you are planning to
deploy. See MDT Bundle Creators and valid component combinations (on page 67). WAIK and

WADK cannot coexist on the same computer.

3. Deploy MDT build 8456 - Fixlet 137

Run this Fixlet on the selected computer if you installed WADK 10 version 1809, version 1903, version 2004,
version 21H2 (build 22000), version 22H2 (build 22621) in the previous step.

Note: MDT build 8443 and build 8450 are no longer available.
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4. Deploy MDT Bundle Creator - Task 46

When you run the MDT Bundle Creator task from the OS Deployment and Bare Metal Imaging site, a folder
containing all the MDT Bundle Creator tool programs is created. The folder is located in the path %xi ve of

I EM d i ent % OSDSETUP . You can also download the MDT Bundle tool manually to your computer. In this case, a
compressed file is downloaded to the specified path and you must extract its contents.

5. Follow the steps described in MDT Bundle creation process (on page 79) to launch the MDT Bundle Creator
tool on the selected computer.

6. Upload the MDT Bundle to the BigFix server from the MDT Resources tab of the Bundle and Media Manager
Dashboard.

You can find further Fixlets to deploy the old tools at Superseded and Deprecated Fixlets (on page 250).

MDT Bundle creation process

To create your deployment bundle using the MDT Bundle Creator, you must customize a parameter file with the

required options.

You use the MDT Bundle Creator tool to create any of the following:

» An MDT Bundle that does not include any OS resource.
« An MDT Bundle that includes one or more OS resources.
» One or more OS resources only.

Depending on what you are creating with the MDT Bundle Creator tool, you must specify the corresponding

parameters in the paraneters.ini file, before you run it. The process is described in the following steps:

1. Download the appropriate version of the MDT Bundle Creator. If you download the tool manually, extract the
file into a clean directory.

2. Check that you have all the required prerequisites, as detailed in Prerequisites (on page 80).

3. Edit the par anet er s. i ni configuration file. The par anet er s. i ni file is used to specify a target output
directory and the locations of prerequisites and OS resources. All available configuration options are in MDT
Bundle creation options (on page 82). The only mandatory parameters are listed in the General section of
the file.

4. Run the appropriate MDT Bundle Creator for your architecture from within the extracted directory as an
Administrator. Run MbTBundl eCr eat or . exe OF MDTBundl eCr eat or 64. exe depending on your architecture. A

set up. | og file is created in this directory.

Important: If an Antivirus program is running simultaneously with the MDT Bundle Creator, the
resulting bundle might be corrupted, causing the upload step to fail. You must stop or temporarily
disable the Antivirus program before running the tool and for the time needed to complete the bundle

creation process.
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The bundle creation process takes about 30 to 60 minutes to complete and results in the creation of the

MDTBundl e folder beneath the directory specified as the target in par anet er s. i ni configuration file.

5. Upload the MDT Bundle on the BigFix server. See Creating and uploading MDT Bundles and OS resources (on
page 68).

Prerequisites

If you have downloaded the MDT Bundle Creator tool manually, make sure you have installed all the correct

prerequisites before you run the tool.

If you choose to create your MDT Bundles on an Endpoint Management client, you can download prerequisites by
running the Fixlets described in Creating and managing MDT Bundles manually (on page 77) If you download the
MDT Bundle Creator on a computer which is not part of your Endpoint Management network, you must ensure that
the following prerequisites are installed before you run the tool.

The following list includes system requirements and prerequisites for using the MDT Bundle Creator tool:

» Windows 7, Windows 8, Windows 8.1, Windows 10, Windows 11, Windows Server 2008 R2, Windows Server
2012, Windows Server 2012 R2, Windows Server 2016/2019/2022, Windows Vista Service Pack 2, Windows
Server 2008 Service Pack 2.

« MSXML 6.0.

Additionally, you use PowerShell to automate the sequence creation steps. PowerShell is available with Windows
Server 2008, but must be installed on Windows Server 2003. (.Net is required by PowerShell.)

« Powershell can be downloaded from the following url: http://support.microsoft.com/kb/926140.
Finally, 7zip is required:

« 7zip can be downloaded from the following url: http://www.7-zip.org/download.html.

Note: The license for 7-zip is LGPL and can be found at the following url: http://www.7-zip.org/

license.txt.

If you choose to create your MDT bundles on an Endpoint Management client, you can download prerequisites by
running the Fixlets described in Creating and managing MDT Bundles manually (on page 77) If you download the
MDT Bundle Creator on a computer which is not part of your Endpoint Management network, you must ensure that

the following prerequisites are installed before you run the tool.

The following list includes system requirements and prerequisites for using the MDT Bundle Creator tool:
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» Windows 7, Windows 8, Windows 8.1, Windows 10, Windows 11, Windows Server 2008 R2, Windows Server
2012, Windows Server 2012 R2, Windows Server 2016/2019/2022, Windows Vista Service Pack 2, Windows
Server 2008 Service Pack 2.

« MSXML 6.0.

Additionally, you use PowerShell to automate the sequence creation steps. PowerShell is available with Windows

Server 2008 and later operating systems.

Finally, 7zip is required:

« 7zip can be downloaded from the following url: http://www.7-zip.org/download.html.

Note: The license for 7-zip is LGPL and can be found at the following url: http://www.7-zip.org/
license.txt.

When all prerequisites are satisfied, download and install the following components from the Microsoft sites,
depending on the operating systems you are planning to deploy. You can also run the corresponding Fixlets to
download them to your MDT Bundle Creator machine. For further information, see MDT Bundle Creators and valid

component combinations (on page 67).

Table 2. Deployment Toolkits

Deployment Toolkits Fixlets
Microsoft Deployment Toolkit (MDT) build 8456 Fixlet 137
Windows Assessment and Deployment Kit (WADK) for Windows 8 and 8.1 (Super- Fixlet 60
seded)
Windows Assessment and Deployment Kit (WADK) 10 Fixlet 62

! Important: Prior to installing Windows ADK, ensure that WAIK is not installed.

You must include the following required Windows ADK components:

 Windows Preinstallation Environment (Windows PE)
« Deployment Tools
+ User State Migration Tool (USMT).

You will also need an ISO file of the installation source for the operating systems you plan to deploy. The supported
Microsoft™ operating systems are:

* Windows™ 7 32-bit
* Windows™ 7 64-bit
» Windows™ 8 32-bit
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» Windows™ 8 64-bit

» Windows™ 8.1 32-bit

» Windows™ 8.1 64-bit

» Windows™ 10 32-bit

» Windows™ 10 64-bit

» Windows™ 11 64-bit

» Windows™ Server 2008 (x86, x64)
» Windows™ Server 2008 R2 (x64)
» Windows™ Server 2012 (x64)

» Windows™ Server 2012 R2 (x64)
» Windows™ Server 2016/2019/2022 (x64)

MDT Bundle creation options
You must customize your MDT deployment bundle by specifying the required options in the par anet er s. i ni

configuration file.

The following sections include parameters that you specify to create and customize your MDT Bundle.

Note: All section and option names are case-sensitive.

General
This section of the par anet er s. i ni file contains the general options. These are mandatory, unless otherwise
specified.

target

Specifies a directory under which the MDTBundl e and Depl oynent Shar e directories are created. If

this directory does not exist, it is created. For example, C: \ Bi gFi x OSD.
debug

Set to 0 to turn off debugging, 1 to turn on light debugging, 2 to turn on high debugging (requires some

user interaction).
wimtoolkit

Specify the Windows Kit to use for the creation of the MDT Bundle. The kit that you specify must exist

on the system where you are running the tool. Possible values are:
WADKS80
To use Windows Assessment and Deployment Kit for Windows 8.0.
WADKS81
To use Windows Assessment and Deployment Kit for Windows 8.1.

WADK10
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To use Windows Assessment and Deployment Kit for Windows 10 or Windows

Assessment and Deployment Kit for Windows 11.
WADK10_1607

To use Windows Assessment and Deployment Kit for Windows 10 Version 1607.
WADK10_1703

To use Windows Assessment and Deployment Kit for Windows 10 Version 1703.
WAIK

To use Windows Automated Installation Kit.

usmt4x86location

Specify the path of USMT Version 4 (32-bit). These files are necessary to migrate user data from Vista
computers - and refer to a previous installation of Windows AIK

usmt4x64location

Specify the path of USMT Version 4 (64-bit). These files are necessary to migrate user data from Vista
computers - and refer to a previous installation of Windows AlK.

usmt301x86location
Specifies the path of USMT Version 3 (32-bit). This parameter is optional.
usmt301x64location

Specifies the path of USMT Version 3 (64-bit). This parameter is optional.

Note: Ensure that you have USMT versions 4 or 5 or 10 available prior to deployment. USMT 5 and USMT 10

are included in the Windows ADK installation, USMT 4 must be specified to reimage to Windows Vista.

MDTsources

This section specifies the locations of the OS resources (ISO files) that are used to create the DeploymentShare

and MDTBundle. You can add an arbitrary number of media, but only a maximum of one per OS, architecture, and

operating system service pack will be included in the resulting MDT Bundle.
medial

Specifies an install media path for the OS resources. See the examples and explanations in the

par anmet er s. i ni file. For additional media paths, use media2, media3, and so on.
mediaisodir

Specifies the full local path to the directory containing the ISO images.
createmediaonly=yes

Specifies whether only OS resources are to be generated for the specified media items. This parameter
places the OS resources in the target directory and does not create an MDT Bundle.
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WinPECustom

The WinPECustom section allows for the advanced customization of the preinstallation environment that is
generated by this tool. You can place custom content into WinPE and have commands run at the beginning and end

of the WinPE sequence. You can specify the following parameters:

sourcePath

path that is copied into the Windows PE.
destinationFolder

Windows PE root folder that contains the custom content.
preCommand

optional command that runs before starting the WinPE sequence.
postCommand

Optional command to run before rebooting.
sour cePat h=C: \ cust onCont ent
dest i nati onFol der =cust onScri pt

preCommand=cal | X:\custonfcri pt\ prerun. bat

post Command=cal | X:\custonfcri pt\ postrun. bat

These example parameters copy all the files from C: \ cust onCont ent so that Windows PE will have them under X:

\ cust onfcri pt.
cal | X:\custonScript\prerun. bat is started before task execution.

cal | X:\custonBeript\postrun. bat is started after task execution.



Chapter 4. Managing Drivers for Windows Deployments

The Manage Images and Drivers node includes tasks to prepare and import drivers for deployment to Windows
targets.
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To successfully deploy Windows operating system images on a variety of different computer models, you must
import the drivers that are required for both the pre-installation phase (WinPE) and for the Windows Setup phase,
when the actual operating system deployment occurs. Drivers are needed to manage the devices on the target

hardware models in your network.

You can import single drivers or driver packages and associate them to the hardware models in your network for the
operating systems you plan to deploy. At run time, these associations have precedence over the automatic binding
mechanism. You can tag and group drivers to make them easily searchable. You can also import and manage non-
PCI drivers.

Driver management use cases

To understand how to optimize driver management for your Windows deployments, read the following use cases:
Deployment scenario 1: Provisioning of a new computer model using the BigFix (BES) Client

If you are deploying a new computer model in your environment that already has a pre-installed
operating system:

1. Install the BigFix client on the new computer model.
2. Activate the Hardware Information analysis (34) to retrieve information about the client
3. Search the hardware vendor sites for the drivers needed for the computer model and operating

system that you plan to deploy.
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4. Import the drivers and bind them to the new computer model. Generate a binding grid to check
which drivers are selected during deployment for the devices found on the computer model, and
make any necessary adjustments.

5. Begin deployment.

Deployment Scenario 2: Provisioning of a new computer model using Bare Metal Targets (with the

Management Extender for Bare Metal Targets component)

If you are deploying a new hardware model in your environment that has no operating system:

1. Install the Proxy Agent and Management Extender for Bare Metal Targets components on the
Bare Metal server. This server must have BigFix Bare Metal Server Version 7.1.1 Fix Pack 18 or
later installed.

2. Have the target perform a PXE boot to the Bare Metal Server

3. Activate the Bare Metal Target Information analysis (352)

4. Search the hardware vendor sites for the drivers needed for the computer model and operating
system that you plan to deploy.

5. Import the drivers and bind them to the new computer model. Generate a binding grid to check
which drivers are selected during deployment for the devices found on the computer model, and
make any necessary adjustments.

6. Begin Bare Metal deployment.

Deployment Scenario 3: Provisioning of a new computer model using Bare Metal Targets

1. When The target PXE boots to the server and chooses a profile from the Binding Menu,,
deployment begins.

2. Verify the deployment results in the Activity Dashboard.

3. Import any required drivers and use either the Activity Dashboard or the Binding Tab in the Driver
Library dashboard to manually bind the required drivers for the deployment.

You can also import drivers for models that are not yet available in your network. You can tag them with one or more
labels to easily identify them at a later date and bind them to the new computer models as they are deployed in your

environment.
Click Driver Library to import and work with drivers for your deployments on Windows targets.

Before you begin deployments on your Windows targets, complete the following tasks:

« Preparing drivers for Windows deployments (on page 87).
« Importing and managing drivers for Windows deployments (on page 87).
« Managing Windows driver bindings (on page 95)

You can also check if critical device drivers are missing or not bound to the target hardware before you deploy images

to Windows targets. From the Check Drivers tab, select an image and a computer model, and run the driver check.
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Based on the outcome, you can import any missing driver and bind it to the selected model. See Checking driver

availability (on page 98).

Preparing drivers for Windows deployments

To prepare your drivers for import, you must gather them and then extract them into the correct format.

First, gather the drivers for the models in your deployment. Each driver must be in an uncompressed format. You
might be required to extract a driver package if it is in an archived form (cab or zip) or if it is an executable file. Each
driver must have an | NF file and be in its own folder.

Regardless of how you extract the driver, a sample folder hierarchy of drivers might be as the following:

Organize « Include in library « Share with ~ Burn MNew folder
Current = Mame Date modified Type i
EWI1T3AV-ABA d4500e 4-1.
1394 inf 11/20/2010 7:29 PM  Setup Information 12 KE
1394
| 1394 bus.sys
L51 1394 OHCT Compliz
s, 139 ohcisys
Battery i
| ohcil394.5ys
COROM

Importing and managing drivers for Windows deployments

The Driver Library dashboard is divided into tabs, from which you can easily manage all device drivers needed for

your deployments.

From the Driver Library tab you can import new drivers, and manually associate them to specific computer models
and operating systems in your environment. You can add labels and model bindings to existing drivers, delete unused
drivers, and modify a driver's operating system, model, and architecture compatibility. You can also filter and search
drivers with specific characteristics.

From the Bindings tab, you can simulate the driver selection that is automatically used for the deployment of a given
image on a computer model, by generating a binding grid. You can preview driver assignments in advance, and you

can add manual driver bindings for a given image.

From the Check Drivers tab, you can verify that all critical drivers needed to deploy one or more images on one or

more computer models are available. If drivers are missing, you can import missing drivers selectively.

In the Windows Driver Library, a set of action and filter buttons are available at the top of the list. When you highlight a

driver in the list, the details for that driver are displayed in the bottom part.
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OS Deployment - Driver Library

Manage Windows Drivers Last Updated: 08/19/2021 05:51:16 AM (2

Manage drivers and driver bindings that will be automatically used during re-imaging and bare metal deployments of Windows operating systems.

Driver Library Bindings Check Drivers
Drivers
Import Drivers Change Models and Labels (2) All Computer Models ~ All Operating Systems ~ o
~
I:‘ Driver Name 1L Architecture 1L Class L Type 1L Bound Models 1L Labels 1L Last Modified 1L Warnings
VMware, Inc. SCSIAdapter driver (ver. VMware Virtual Platform | VMware Sat, 10 Jul 2021
U 08/02/2019.1.3 15.0) &6 SCSlAdapter pel ESX Guest sl 04:04:34 AM
LS| Corporation System,SCSIAdapter driver (ver. Wed, 14 Jul 2021
I:‘ 030372008 - 041192011) x86 System,SCSl|Adapter  PCI VMware Virtual Platform test1 0997-47 PM
Intel System driver (ver. 06/13/2009 - Wed, 14 Jul 2021
! 111162009) any System PCI VMware Virtual Platform 1 09:52.05 BM
LS| Corporation System,SCSIAdapter driver {ver. ¥ Wed, 14 Jul 2021
I:‘ 0310372008 - 04/1972011) x86-64 System,SCSlAdapter  PCI VMware Virtual Platform test1 099754 BM
. VMware Virtual Platform | VMware7.1 | Thu, 06 May 2021
D VMware, Inc. Net driver (ver. 02/02/2012,) x86-64 Net PCI Vs Eosia 070711 PM
LSI Corporation System,SCSIAdapter driver (ver. Wed, 14 Jul 2021
86-64 System,SCSI|Adapt PCI VM Virtual Platfc test1
U 04/19/2011 - 05/01/2008) = Lk el gkt Al = 09:27:56 PM
VMware MEDIA driver (ver. Thu, 27 May 2021
D 04/21/2009,5.10.0 3506) any MEDIA PCl VMware Virtual Platform 0537-39 PM
VMware, Inc. SCSIAdapter driver (ver. VMware Virtual Platform | VMware Sat, 10 Jul 2021 v
i i T i
Selected Driver Delails
Name Intel System driver (ver. 06/13/2009 - 11/16/2009) ,.
Bound Models VMware Virtual Platform
Labels 1

Drivers are organized by name, architecture, class, and type. The type column lists the device BUS type which is
retrieved from the . i nf file. Depending on the choices you make when importing drivers, or if you modify the current
associations of drivers to computer models, additional information is displayed. See Importing drivers (on page

90).

You can filter the list of drivers to display those drivers that are compatible with the devices found for the selected
computer model. Click All Computer Models, and select a computer model among those available in your
environment. The list of available computer models that you can choose from is determined by the analysis Hardware
Information (34) for the Endpoint Manager clients, and by the analysis Bare Metal Target Information (352) for the
Bare Metal targets that have completed a PXE boot to Bare Metal Servers with the Management Extender for Bare
Metal Targets component installed. The models are listed in the format vendor - Conputer Mdel . For models reported

by analysis 352 the format is *- conputer Mdel .

All Computer Models .

All Computer Models

PCI Drivers With Unma. ..
VMware, Inc. - VMware... |

ViMlware, Inc. - ViMlware. ..
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For Bare Metal targets, the devices listed for the discovered computer models are a minimal set of those present
on the computer. If a computer model is detected for both a Bare Metal target and an BigFix (BES) client, the model
relevant to the BES client takes precedence and is listed.

You can also filter driver compatibility by Operating System. Click All Operating Systems and make your selection.
The filtered list displays the drivers that are compatible with the selected operating system. Using both filters narrows
the list further to display only the drivers that are compatible with the selected Computer model and Operating system
combination.

Use the advanced search option by typing in the corresponding search box to filter for specific drivers. You can

specify the following:

« Driver Name (including the driver version)

* Class

» Model bind ("Bound Models" column in the Driver Library tab)

« Labels (Labels column in the Driver Library tab)

- Hardware IDs, which identify the specific device and are displayed in the driver details

« Any specific file that is part of the imported driver, including the path that was specified in the wizard

("Imported From" column in the Driver Library tab).
To change model bindings or labels for a driver, select the driver and click Change Models and Labels. You can:

« Add one or more labels or delete all labels.

» Add other model bindings or delete all current model bindings.
Click OK and save your changes.

"

To add or modify operating system associations for a driver, click in the corresponding row. The details for
the selected driver are displayed in the bottom section of the dashboard. Modify the current associations, and save

your changes.

If you modify the driver model or operating system bindings or if you delete a driver, a “pending changes” message
displays at the top of the dashboard. You can commit and finalize these changes by clicking Save Changes or Cancel

Changes. An action is created to automatically update any bare metal server with the changes you have saved.

Manage Windows Drivers

Manage drivers and driver bindings that will be automatically used during re-imaging and bare metal deployments of Windows operating systems.

X
You have 1 pending changes| JEE===R# g1 55 Cancel Changes
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Importing drivers

To import new drivers, complete the following steps:

1. Click Import Drivers.

Drivers

- All Computer Models ~ All Operating Systems ~ o

D Driver Name 1L Architecture 1L Class 1L Type 1 Bound Models 1L

I:‘ VMware, Inc. SCSIAdapter driver (ver. 08/02/2019,1.3.15.0) x86 SCSlAdapter PCI VMware Virtual Platform | VMware ESX Guest
I:‘ LSI Corporation System SCS|Adapter driver (ver. 03/03/2008 - 04/159/2011) x86 System,SCSlAdapter  PCI VMware Virtual Platform

D Intel System driver (ver. 06/13/2009 - 11/16/2009) any System PCI VMware Virtual Platform

2. In the Import Drivers dialog, browse to select a folder from which to import drivers. Then select the
compatible operating systems for which the imported drivers are to be used. By default, only PCI drivers are
imported from the specified folder. If you want to import only non-PCl drivers, select the corresponding option.
Click Next. The application examines the specified path to identify and analyze the available drivers.
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Import Drivers

Select a folder from which to import drivers.

Browse. ..

All drivers found will be applied to the following operating systems:

[]

Windows XP [ ] Windows 2003

[ ] windows Vista [ ] windows 2008

[ ] Windows 7, WinPE3 [ | Windows 2008 R2
[ ] windows 8 WinPE4 [ | Windows 2012

[ ] windows 8.1, WinPE5 [ | Windows 2012 R2
[]
®

Windows 10, WinPE 10 D Windows Server

Import PCI drivers only O Import non-PCI drivers only

MNext Close

3. The drivers found in the specified path are displayed:
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Drivers To Be Imported

Drivers
Find
Driver Name L Architecture 1L Class 1L Type 1L Provider 1L ~
VMware, Inc. Display driver (ver. 06/20/2013,7.14.01.2019) x86-64 Display PCI Viiware, Inc.
< 2

Selected Driver Details

Name VMware, Inc. Display driver (ver. 06/20/2013,7.14.01.2019)
Imported From C\Users\deviDocuments\Driversivideol
Setup File CUsers\deviDocuments\Driversivideowm3d.inf

PCls Hardware IDs:
Compatible Hardware VMware SVGA Il Adapter (15AD.0405)
1Ds VMware SVGA Il Adapter (15AD.0405.15AD 0405)

MNext Cancel

From this panel you can simply verify if the drivers you want are included in the specified directory. In this

case, after viewing the drivers click Cancel to exit the wizard. To proceed with the import operation, select one
or more drivers from the list and click Next.

4. You can optionally select hardware models to bind to the imported drivers. If you do not bind the drivers to
any specific models, they are imported and managed using "best match" criteria, after the other drivers that
you have bound to specific models. You can optionally assign one or more free text labels to make the drivers
you are importing easily identifiable and to simplify driver search. The labels and models that you specify are
displayed in the corresponding columns in the Driver Library. Both are optional. If you specify more than one
label, each label must be separated by the /" (vertical bar) character. Labels are viewed in the corresponding
column of the dashboard, with the vertical bar separating each label. Using labels can be useful if you are
importing drivers for models that are not yet deployed in your network. You can tag these drivers and easily
retrieve them to bind them to your new computer models when they are available in your network. When you

are done, click Import.
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Available Computer Models

Optionally select the models to bind to the imported drivers. 0
You can specify a free-text label

Labels

video

Models

B viware Virtual Platform
u WidwareT7, 1

B vMware ESX Guest

5. The import results are displayed for each driver you selected, as well as the details.

Import Drivers Results

Drivers

Find |
Driver Name 1L Architecture L Class Il Type 1L Provider L
VMware, Inc. Display driver {ver. 06/20/2013,7.14.01.2019) x86-64 Display PCl VMware, Inc. Q v

< 4
I

Selected Driver Details

Name VMware, Inc. Display driver (ver. 06/20/2013,7.14.01.2019)
Imported From CUsers\deviDocuments\Driversivideol
Setup File C:\Users\deviDocuments\Driversivideowma3d.inf

PCls Hardware IDs:
Compatible Hardware ViMware SVGA Il Adapter {15AD.0405)
IDs Viiware SVGA Il Adapter (15AD.0405.15AD.0405)




0S Deployment V3.11.3 User Guide | 4 - Managing Drivers for Windows Deployments | 94

Click OK
6. The Import Drivers Summary is displayed. You can view how many drivers were uploaded. If a driver was
already found, its applicability is updated with the information you supplied.

Import Drivers Summary

Driver upload process complete.

1 driver(s) successfully uploaded

0 driver(s) skipped.

0 driver(s) with updated applicability
0 driver(s) failed to upload

Operating Systems Applicability:
Windows 10, WinFPE 10

Bound Models:

Viware Virtual Platform
VidwareT 1
ViMware ESX Guest

Labels:

video

Note:

o As a best practice, import smaller folders of drivers all at the same time. This allows for easier
assigning of manual OS and model compatibility and also avoids importing unnecessary
drivers. The memory limit for importing drivers requires that the size of the folder to be
imported does not exceed the available system memory.

o Drivers that were imported with OS Deployment Version 3.6 or earlier do not have any model
bindings defined. These drivers are bound at run time using a best match criteria. You can add
these associations manually by using Change Models and Labels. If you have one or more
driver packages that were imported with earlier versions, you can reimport the same driver
packages (without deleting the existing ones) specifying the models that you want to bind at
import time. The driver applicability will be updated and the new model binding mechanism is

used during deployment.
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When drivers are imported, the action Update Driver Manifests on Bare Metal Servers is automatically created and
run to update the driver manifests on any bare metal server with any changes. The drivers are imported when the
action completes.

Note: Importing drivers from a network share can take longer than importing them from a local folder.

Non-PCl driver management

You can manage non-PCl "Server-Site Installation" drivers. From the Driver Library, you can import non-PCl drivers.
You can also tag non-PCl drivers by binding them to specific computer models. However, these model bindings are
not used at run time during deployments. To use non-PCl drivers during a deployment, you must manually bind the
drivers to the image that you want to deploy from the Bindings tab. If you do not manually bind them, they are not

used during deployments.

Managing Windows driver bindings

Before you deploy an image to a computer, you must ensure that the correct drivers for the devices on the computer

are downloaded during the deployment.

In the Bindings tab of the Driver Library dashboard, you can view the device drivers that are used when the selected
image is deployed on the selected computer model. This is useful to evaluate in advance which device drivers are
missing and prevent image deployment failures.

From the menu, choose an image to be deployed and a computer model on which you want to deploy the image, and
click Generate Binding Grid. A binding grid is created and displayed in the Driver Bindings table. You can view the

drivers that are bound. For each device pertaining to the selected model and image. You can also generate a binding
grid for Windows Preinstallation Environments (WinPE) images by selecting the WinPE version and computer model

from the menu.
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OS Deployment - Driver Library

Manage Windows Drivers Last Updated: 08/19/2021 09:20:30 AM (¥

Manage drivers and driver bindings that will be automatically used during re-imaging and bare metal deployments of Windows operating systems.

Dnver Library Bindings Check Dnivers

You can preview which dnivers are used for deployments for a given image or WinPE and computer model.

Select an image file and a computer model from which to generate a binding grid

Image: Win7x86SP0_162197571yv Computer Model: VMware Virtual Platfornm Generate Binding Grid

Driver Bindings

Find
Add Driver

Device Name 1L

Device 1L Driver Bound 1L Current Manual Binding L e

Intel Corporation 440BX/ZX/DX - 82443BX/ZX/DX Host bridge . )
8086.7190.15AD.1976 Built-

(8086.7190.15AD.1976) s 4

Intel Corporation 82371AB/EB/MB PIIX4 IDE (8086.7111.15AD.1976)  8086.7111.15AD.1976 Built-in /'

Intel Corporation 82371AB/EB/MB PIIX4 ISA (8086.7110.15AD.1976)  8086.7110.15AD.1976 Built-in ra

Intel Corporation 82574L Gigabit Network Connection . &
8086.10D3.15AD.07D0  Built-

(8086.10D3 15AD.07D0) S 4

15AD.07F0.15AD.07F0 15AD.07TF0.15AD.07F0  Driver for device not found ra

The binding grid displays for each device name the following information:

In the Driver Bound column, the possible values for the status are:
Built-in
Indicates that the support for the device is already included in the image by default.
A driver is listed
Indicates that this type of driver is used.

No applicable drivers found

Indicates that there is no driver available. In this case, ensure that you import the appropriate drivers for
your device from the Driver Library tab.

The Current Manual Binding column displays any drivers that were manually selected by editing a device in the
binding grid.

At run time, OS Deployment selects the drivers that are the best match for the selected image/model combination.

However, if you have bound a driver at import time to a computer model, this binding has precedence over the default
best match (auto) mechanism.
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»
You can edit the driver bindings for a specific device by clicking
X
Editing device VMware PVSCSI SCSI Controller
(15AD.07C0.15AD.07C0)
O Auto @ Select Drivers O Don't Use Drivers e
Drivers Last Modified e
VMware, Inc. SCSlAdapter driver {ver. 08/02/2019,1.3.15.0) Sat, 10 Jul 2021 04:04:36 AM
VMware, Inc. SCSlAdapter driver {ver. 08/02/2019,1.3.15.0) Sat, 10 Jul 2021 04:04:32 AM
VMware, Inc. SCSlAdapter driver (ver. 09/28/2012,1.2.3.0) Thu, 27 May 2021 04:56:55 PM o
< >
Driver Details
Name VMware, Inc. SCS|Adapter driver (ver. 08/02/2019,1.3.15.0)
Class SCSlAdapter
Bound Models VMware Virtual PlatformVMware ESX Guest
Labels test|a
Architecture x86-64
Imported From Z:\LifeCycle\data\Wanda\OSD\Drivers\pvscsitWinG\amdod\
Size 49.47 KB v
QHA FNRATMAONMCEAANNNRTRIRFANRAAAGRAACRERAAAEN

n Cance'

You can change the following options.
Auto
Automatically selects the driver (best match) and is the default option.
Select Drivers

Allows you to select the drivers that you want to include in the deployment from a list of compatible
drivers for the specific device. The drivers you select are displayed in the "Current Manual Binding"

column of the binding grid.
Don't Use Drivers
Allows you not to associate any driver to the device.
You can refresh the generated binding grid to include the changes that you have made by clicking the corresponding

button.

Click Add Driver to select additional drivers for those devices that do not provide a Device ID. The manually added
device drivers are provided to the OS Installer when installing the operating system. If you add a driver, it takes

precedence over the model binding that you specified at driver import time.
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You can bind drivers to WinPE images if your MDT Bundle is at version 3.8 or later and you have selected to overwrite
existing WinPEs when you upload the MDT Bundle. The Bare Metal OS Deployment server must be at version 7.1.1.19
or later.

Add Manual Binding

Choose one or more drivers to bind to the selected image. This is required for drivers for non-PCl devices which are not showing
in the computer model inventory. For PCI devices, bind the drivers to the devices which are showing in the computer model

inventory.
Drrivers
~
D Driver Name 1L Class 1L Type 1 \Version 1L Last Modified 1L
06/13/2009 - Wed, 14 Jul 2021 09:52:05
. : ;
D Intel System driver (ver. 06/13/2009 - 11/16/2009) System PCI 111162009 PM
LSI Corporation System, SCSlAdapter driver (ver. 03/03/2008 - Wed, 14 Jul 2021 09:27:54
System, SCSlAdapts PCI
O 03/03/2008 - 04/19/2011) yoe Ri 0411972011 PM
3 , s Thu, 06 May 2021
D VMware, Inc. Net driver (ver. 02/02/2012.) Net PCI 02/02/2012, 070711 PM
LSI Corporation System SCSIAdapter driver (ver. 04/19/2011 - Wed, 14 Jul 2021 09:27-56
] 04/19/2011 - 05/01/2009) ystem SCSlAdapter;  ROL 05/0172009 PM
Thu, 27 May 2021
D VMware MEDIA driver (ver. 04/21/2009,5.10.0.3506) MEDIA PCI 04/212009,5.10.0.3506 .u‘ pd
05:27:39 PM
v
’_| Whlbirarn Ine QOQIAdantar drvnr fune NRINIINAG 1 2 18 NN QOQIAdandnr ori nN2amyumN1G 1 210 Sal 1[] JUI 2021 040436

Cancel

At run time, OS Deployment selects the drivers that are the best match for the selected image/model combination.
However, if you have bound a driver at import time to a computer model, this binding has precedence over the default

best match (auto) mechanism.

Note: In a WinPE Direct Boot enabled bare metal server, the needed drivers must be explicitly bound in the

deployment engine binding matrix ("Current Manual Binding" column) in the Driver Bindings.

Checking driver availability

Before you deploy images to computers in your network, you can verify that the drivers you need for the installed

devices are available, and, if necessary import missing drivers selectively.

From the Check Drivers tab of the Driver Library dashboard, you can check driver availability for any single image and
computer model in your environment or for all images and computer models. If specific device drivers are missing,

you can import them directly. Only PCI drivers are checked.

Select an image and a computer model from the list, or all images and computer models. and click Run Driver Check.
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By default, the check is processed on critical drivers only. Deselect this option to also include non-critical drivers.
Depending on the size and diversity of the hardware models and operating system images in your network, the
process of checking all images and models can take a few minutes to complete.

The result of this check is a list of devices for which the related drivers are either not available or were explicitly

excluded from deployment when you generated the binding grid. In the Driver Status column, different icons display
the status of the driver for each of the listed devices:

. The driver is missing for a critical device (typically network or disk drivers).
. The driver is missing, but the device is not a critical device.

. o The driver for this device exists, but the user manually excluded the driver from the binding grid.

OS Deployment - Driver Library

Manage Windows Drivers Last Updated: 08/19/2021 09:20:30 AM (¥

Manage drivers and driver bindings that will be automatically used during re-imaging and bare metal deployments of Windows operating systems

Driver Library Bindings Check Drivers

Before you begin deployments, you can check if device drivers are missing for a specific image and computer model, or for all available images and computer models. The outcome of this
check is a list of devices for which the corresponding drivers are either missing or manually excluded by the user in the binding grid.

Select an image and computer model for which you want to check drivers. l

Image: All Images = Computer Model: All Models - Run Driver Check [] Process Critical Drivers Only

Drivers
2 [Find
Device Name 1L Class 1L Checked Model 1L Checked Image 1L Architecture 1L Driver Status 1L 2
VMware SVGA |l Adapter (15AD 0405 15AD 0405) Display VMware Virtual Platform Win8x64SP0_1625849304 wim x86-64
VMware USB3 xHCI 1.0 Controller (15AD 0779.15AD.0779) usB VMware Virtual Platform Win8x64SP0_1625849304 wim x86-64 D
VMware PCI bridge (15AD.0790.15AD.0790) System VMware Virtual Platform Win8x645P0_1625849304 wim x86-64

For each device listed you can complete a remediation action. To import a missing driver, select a device from the list
and click Import Drivers. In the import wizard, specify the folder from which to import the driver. The import process
selectively searches and displays only the driver or drivers that are compatible for the chosen device, image, model
and architecture. You can also double click the device to open the import wizard.

If the driver for the listed device exists but the binding was disabled by the user, click the Bindings tab, select the
image and computer model to generate the binding grid, and manually bind the driver to include it in the deployment.



Chapter 5. Managing Linux OS Resources and Deployment
Media

You can import Linux OS Resources needed to create network boot media and to capture and deploy Linux images

Importing Linux OS Resources for RHEL, SLES and CentOS deployments

Linux OS Resources are required to capture Linux reference machines, to create network boot media for Linux

deployments and to install Linux OS.

To create it from the Bundle and Media Manager dashboard, click the corresponding button in the Deployment
Resources tab. Browse to the fully qualified path of the Linux ISO file from which the OS Resource will be imported,
and click OK. When the action completes, the Linux OS Resource is displayed in the list. To delete a Linux OS

Resource entry, select it and click Delete.

A Linux OS Resource for the same OS level is also created when its setup image is imported from the Image Library
dashboard.

For a Linux resource, the specific grub2 bootloader for UEFI targets is also included in it. You can check if the grub2
bootloader for UEFI targets is included in the OS Resource by checking the Resource Info column, where grub.efi

or grubx64.efi is reported if it is included. If it is not included, the Linux deployment on UEFI target uses the external
grub2 bootloader if present, as described in Creating Bare Metal Profiles for Linux Images (on page 7190); otherwise,

the embedded elilo.efi bootloader is used.

To use the grub2 bootloader for Linux deployment on UEFI target, the DHCP server must provide the option "next-
server" with the value of the bare metal server IP address. On some DHCP servers, this options is provided together

with the option 66.

Creating and importing OS Resources for Ubuntu deployments

Linux Ubuntu, deployments require that you create and import a corresponding OS resource. To create and import
0S Resources for Ubuntu deployments, see Create and Import OS Resources for Linux Ubuntu Deployments (on page
101).

Creating network boot media for Linux RHEL, SLES, and CentOS targets

To create Linux network boot media, complete the following steps:

1. From the Bundle and Media Manager dashboard, import a Linux OS Resource by clicking the corresponding
button. Select the fully qualified path to the ISO file. The supported ISO files are RedHat Enterprise Linux
(RHEL) Release 6, 7, 8, 9, CentOS Linux Release 7, 8 or SUSE Linux Version 12 or 15. If you have already
imported Linux OS Resources for these platforms skip this step.

2. From the Linux Media tab, click Create Deployment Media. The Media creation wizard is displayed. Select the
0S Deployment Server where the media will be created, and click Next.

3. Select or specify the following:



0S Deployment V3.11.3 User Guide | 5 - Managing Linux OS Resources and Deployment Media | 101

a. The Linux OS Resource to be included in the media. You must have previously imported the resource.

b. Specify the fully qualified path on the OS Deployment Server where the ISO file for the media will be
created

c. In the Server Settings section, specify the IP address and the administrative user password of the
0S Deployment Server to which the target connects at boot time. This server can be the same or a
different OS Deployment server from the one you are creating the media on. Alternatively, you can
specify the connection parameters at boot time, by checking the corresponding option.

d. Select the type of network configuration settings that are assigned to the client at boot time. By
default, a dynamic IP address is assigned (DHCP). Alternatively, you can specify a static IP address,
network mask, and gateway address. If you specify static network settings, you can overwrite them at
boot time by checking the corresponding option.

e. You can optionally specify to have the user start the boot sequence on the target. In this case, a
prompt is displayed on the target and the boot sequence begins only when the user responds to the
prompt.

f. If the network boot media must connect to a bare metal server of version 7.1.1.20.311.12 or lower, you
must select the specific option.

4. When you have completed your selections, click OK. The information that you provided is validated before the
media creation task begins.

! Important:

« If you want to deploy a Linux setup image in multicast from network boot media, the Linux OS
resource that you include in the media must be of the same major version of the image that you are
deploying. For example, you can use a RedHat Enterprise Linux (RHEL) Versions 7 Update 8 resource
to deploy all Red Hat Enterprise Linux (RHEL) Version 7 setup images using multicast communication.

Network boot media limitations: The following restrictions apply to network boot media:

« Only CD/DVD media are supported.
« Deployment of the media on UEFI targets is not supported.

» Media creation and deployment on Ubuntu Linux is not supported.

Create and Import OS Resources for Linux Ubuntu Deployments

To capture and deploy Linux Ubuntu Desktop images, you must create and upload the required OS resources.

0S Deployment 3.10 introduces the support of Ubuntu Desktop for Bare Metal Deployments of captured images.
To deploy Ubuntu, you must create a corresponding OS Resource, by downloading a Server .ISO used for resource

creation, and by running Task 68, as described in the following steps.

! Important:
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» Ubuntu 16.04, 18.04, and 20.04 require the Legacy Server ISO. You can download the Ubuntu Server
ISO from the alternative downloads of the official Ubuntu webpage (for Ubuntu 20.04 visit http://

cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release).

» Ubuntu 22.04 requires the Live Server ISO.

Creating OS Resources for Ubuntu deployments

To create an OS Resource for Ubuntu deployments, perform the following steps on an Ubuntu machine of the same
release of the Server ISO that you are downloading. The Ubuntu machine can be either Ubuntu Desktop or Ubuntu
Server but they may require some additional packages to be installed.”

1. Download from the internet the Ubuntu server .ISO file in your environment to an existing Ubuntu machine.

2. From the Bigfix Console, run the Create Linux Ubuntu OS Resource Task (ID 68):

Task: Create Linux Ubuntu OS Resource
J"Take Action ‘ # Edit | Copy %} Export ‘ Hide Locally Hide Globally | & Remove

Description Details Applicable Computers (0) Action History (0)

& TETATIVE PAT 15 S PECTTE, e o0 e s COMSTURTET a5 & e UIT e [TETWUTR STTaTe: 1T IS Ca5e Ul MEet 10 SPecTy TTETITOTH ITTare & ProvITe Vam TTetwork STrare =

If you specify "Use Metwork Share”. after the OS Resource is created it will be copied in the specified remote location. If the provided network share information is invalid, or if you select not to use a network
share, the OS Resource will be created locally on the target computer in the /tmp/osdwork/osresource directory when the task completes.

For problem determination see the /#mp/osinfo.ini file or to the log file in the /tmp/osdwork directory.
After you created the Ubuntu Linux OS Resource, you must import it fram the Bundle and Media Manager dashboard

As an alternative you can download the Ubuntu Resource Creator Script here and run the script manually. Refer to the OS Deployment User's Guide for more information.

Complete the following form and click Take Action:

Parameter name Parameter value
=Ubuntu Server I50: ‘Ihmme/userfubuntu—m 04.2-server-amd64._iso
Use network share: No v
Destination folder on network shars: //10.10.10.10/c$
oo
Security mode: ntimssp |v|
Actions

® Click here to deploy this action.

Fill in the fields as explained in the Task description. You must provide the Ubuntu Server ISO file that you
downloaded previously. Deploy the action to the Ubuntu machine that you used to download the .ISO file in the
first step.

Note:


http://cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release
http://cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release
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> lInstalled genisoimage package is needed to create the Ubuntu resource.
> The Ubuntu Server .iso file specified in the command must be the same point release version
of the Ubuntu workstation that you want to provision.

You can also create the Ubuntu Resources manually by downloading and running the resource tool script, as
described in Create Ubuntu OS Resources manually (on page 252).

After creating the Ubuntu OS Resource you must import it from the Bundle and Media Manager Dashboard.

Importing Ubuntu OS Resources

From the Bundle and Media Manager dashboard, click Import Linux OS Resource in the Deployment Resources
tab. Browse to the fully qualified path of the Ubuntu ISO file of the resource you have just created (for example,
0S_Resour ce_Ubunt u_Server _16. 04. 2_and64. i so ) and click OK. When the action completes, the Ubuntu Linux 0S
Resource is displayed in the list. To delete the OS Resource entry, select it and click Delete.



Chapter 6. Managing Images

The Manage Images and Drivers node includes tasks to capture, import and manage images for deployment to

targets.

You can capture images for Windows and Linux targets, and import images for Windows, Linux and VMware
deployments. The topics in the following sections describe how to complete these steps for the operating systems
that you plan to deploy.

Capturing Windows Images

When you capture an image, you are creating an image that can be customized and applied to other computers in

your network.

Capturing an image involves a set of tasks that result in the creation of a generic image that can be applied on any
computer. The process of capturing an image can affect the product activation of the captured system. To avoid this

problem, you must capture an image from a virtual machine with snapshot restoration capability.

During the capture phase, the machine you are capturing must be a member of a workgroup and cannot be in a

domain, because the Sysprep tool runs only on machines in a workgroup.
The captured image is stored on a network share, ready to be uploaded to the server into the Image Library.

Because captured images are firmware independent, you can deploy (for reimaging or Bare Metal), images that are
captured from BIOS machines to UEFI machines and vice versa.

From the Capture dashboard wizard, you can specify SMB share information and choose capture options.

The Capture wizard is organized into two sections:

« Specify SMB Share information
» Choose Capture Options
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05 Deployment - Capture

Capture Wizard

This dashboard is used to capture an image of a currently running Windows computer.

1) Specify SMB Share Information
Image Destination Folder

[] Enable Remote Logging
Location For Logging

Specify Credentials
@ Prompt for credentials during capture

(O Specify Credentials

2) Choose Capture Options
Operating System and Architecture
05 to capture

Select -
Architecture

Select -
MDT Bundle

Select -

Miscellaneous Options

Multiple Partitions [ capture all Partitions

Before Capturing H Defragment Disk [_] Check and Repair Disk Problems
Disable enhanced error detection

Image Capture Notes

To select the correct MDT Bundle for the Windows version you plan to capture, see Installing MDT Bundle Creators

(on page 65).
Capture requirements and restrictions

Check the following requirements and restrictions before you capture an image:
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- After you capture an image of a Windows 2008 R2 or later with multiple disks, the reference machine reboots

and the second disk goes offline. You must bring the second disk online again to see the data on it.

« Dedicated boot partitions (also known as System Reserved on BIOS machines and ESP on UEFI machines)
are captured but are not restored on the deployed machine. These partitions are instead re-created on the
deployed machine to allow any combination of firmware architectures between source and target machines
(BIOS to BIOS, BIOS to UEFI, UEFI to BIOS, UEFI to UEFI).

.

If the image you are capturing has a recovery partition, as, for example, in the case of Windows 8 or Windows
8.1 UEFI machines, this partition is recognized and marked as such in the partition mappings menu for the

reimage or bare metal deployments.

Capturing an image on a system with an encrypted disk is not supported. You must decrypt the disk before

you begin the capture process.

To capture Windows 10 release ID 2004, MDT Bundle 3.10.33 or later is required.

You need an MDT Bundle originally created using a WinPE 10 2004 or earlier to re-image an x86 operating

system.

Capture of a Windows 10 or Windows 11 image might fail (sysprep error while generalizing the image) if the
system has Microsoft Store-based applications (Appx) installed. If one or more of these applications were
updated, the capture process might fail to generalize the image. The error log displays which applications are

causing the problem. One or more messages similar to the following are logged:

Error SYSPRP Package <Package_name> was installed for a user but not provisioned for all users.

This package will not function properly in the sysprep i nage.

Where Package_name is the name of the application that caused the problem. These applications must be

uninstalled before you begin the capture process.

You can list Microsoft Store-based applications by running the following command from a powershell prompt:

Get - AppxPackage - Al | Users

You can choose to manually uninstall each of the applications that makes the sysprep fail with the following

command:

Renpve- AppxPackage <package name> - Al | Users
You can find more details at:
Sysprep fails after you remove or update Microsoft Store apps that include built-in Windows images

Alternatively you can run the capture task with the same local user that ran the Microsoft Store-based
applications updates. Nevertheless, some of them might need to be uninstalled before successfully capturing
the image. You can optionally select the check box to remove the Microsoft Store-based applications during
the capture task. For Windows 10, MDT Bundle later than 3.10.21 is required and for Windows 11, you need at
least MDT Bundle 3.10.41.


https://support.microsoft.com/en-us/help/2769827/sysprep-fails-after-you-remove-or-update-windows-store-apps-that-inclu
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Note: Also the following error might occur if the system has Microsoft Store-based applications
(Appx) installed.

Error SYSPRP Failed while deleting repository files under

C:\ Progr anDat a\ M cr osof t \ W ndows\ AppReposi t ory

If this error occurs, run the capture task with the same local user that applied some changes to the

AppRepository.

To do this, click the expand icon next to OS to capture when Windows 10/11 is selected, to display the section

that allows you to make the choice.

Operating System and Architecture
0S5 to capture

Windows 10 b d ~

Use a local user account
Ser name

UserA

Password

sssssssane [

|:| Remove Microsoft Store Apps
Architecture

x64 -

If you select the check box to run the capture with a local user account, you must provide its credentials and

the local user must be logged on to the target computer when the capture task is running.

« To capture a Windows Hyper-V “Generation 1" virtual machine successfully, you must select the Disable
enhanced error detection option.
- To capture an image on a UEFI client with the Secure Boot firmware option enabled, you must select the

Disable enhanced error detection option, and you must use an MDT Bundle with WinPE 4 or later.

Specify SMB Share Information

From this section of the Capture Image wizard, you can set image destination, enable remote logging, and specify the

credentials to use to access the share location.
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05 Deployment - Capture

Capture Wizard

This dashboard is used to capture an image of a currently running Windows computer.

1) Specify SMB Share Information
Image Destination Folder

[] Enable Remote Logging

Specify Credentials
@ Prompt for credentials during capture

(O Specify Credentials

The Prompt for credentials during capture option is selected by default, and causes a prompt, to be shown on
the endpoint, requesting credentials. This occurs just before the . wi mfile is saved. You can also select the Specify
Credentials option to identify the appropriate credentials required to access the Image Destination Folder and, if

applicable, the Remote Logging location.

If you specify both Image Destination Folder and Enable Remote Logging, the credentials must be the same.
Choosing Capture Options

You can specify different options when you are capturing computer images.

From this section of the Capture Images wizard, you can select an operating system and architecture for your capture,

locate Windows PE drivers, defragment or check disks prior to capturing, and record specific capture notes.
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2) Choose Capture Options
Operating System and Architecture

05 to capture

Select -
Architecture

Select By
MDT Bundle

Select ¥

Miscellaneous Options_

Multiple Partitions _| Captu artitions

Before Capturing H Defragment Disk  [_] Check and Repair Disk Problems
Disable enhanced error detection

Image Capture Notes

Start by selecting the operating system and architecture of the computer you want to capture.

Choose the MDT Bundle to be used during the capture process. MDT Bundles are filtered based on which bundles are
compatible with the chosen operating system.

You can capture multiple partitions in a single . W Mfile, to enable the support of multi-partition master images. An
MDT Bundle 3.1 or later is required to capture multiple partitions.

In the Miscellaneous Options section, you can:

» Choose to capture multiple partitions by checking Capture all Partitions.

- Choose to defragment or check and repair disk problems before capturing by selecting the corresponding
option.

« Choose to prevent modifications to the target boot sequence during the capture process by selecting Disable
enhanced error detection. For more information about this option, see Enhanced error detection (on page
146).

« Include capture notes in the available field.

After selecting all capture options, click Capture Image. In the Take Action dialog, target the computer to be captured.
When the action is complete, the capture begins.

! Important:
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- To capture an image on a UEFI client with the Secure Boot firmware option enabled, you must select
Disable enhanced error detection .

« The capture process can affect the product activation of the captured system, making it unable to

reactivate. You must capture an image from a virtual machine with snapshot restoration capability.

Capturing Linux images
You can capture a Linux system to create a reference image that can be deployed to bare metal targets.

To capture a Linux system use the Linux System capture task (ID 201).

Task: Linux System Capture

&7 Take Action | # Edit | Copy ::)E)(port| Hide Locally Hide Globally | X Remove

Description ‘Details |App|icab|e Computers (4) |Action History {6)‘

Description

This Task captures a Linux System.

It creates _lim, .imageinfo and .ini files into the specifid network share. You need to import them into the Image Library to
enable the deployment of the captured Linux image.

In order to capture a Linux system you must have previously imported a Linux OS Resource from Bundle and Media
Manager dashboard.

Complete the following form and click Take Action:

Parameter name Parameter value

*Linux OS5 Resource: RHEL7x645P0_1452621244 limbootex ﬂ
" ination fold (4

SII_II)::::natmn older on netwoar 1M D1D10101"C$

*Jger for network share: Administrator

*Password for network share:

Security mode: -ﬂ

Boot-time hardware parameters:

The capture task is supported for the following operating systems:

« RedHat Enterprise Linux Versions 6, 7, and 8.
» CentOS Linux Versions 7 and 8.



0S Deployment V3.11.3 User Guide | 6 - Managing Images | 111

* SUSE Linux Enterprise Server (SLES) and SUSE Linux Enterprise Desktop (SLED) Versions 12 and 15.
« Linux Ubuntu Desktop Versions 16.04, 18.04, 20.04, and 22.04.

Complete the required fields in the form and take action:

Linux OS Resource

You must have previously imported a Linux OS Resource. If you are capturing a Red Hat Enterprise Linux
system, the OS resource must be RHEL Version 7, 8, or 9, even if you are capturing a version 6 system.
For SUSE Enterprise Linux systems, you must specify a SLES Version 12 or 15 OS resource. To import a

Linux OS Resource, see Managing Linux OS Resources and Deployment Media (on page 700).

To capture a Linux Ubuntu system, you must have previously created and imported an Ubuntu Linux
0S Resource. To create and import an Ubuntu resource see Create and Import OS Resources for Linux
Ubuntu Deployments (on page 1017).

Destination folder on network share

Specify the folder on the network share where the files created by the capture task are stored.
The network share folder must be specified in the form //<i P Address>/ <dri ve_name>, for example

/1192. 168. 1. 232/ shar ed. The task creates the following files:

« The image files from the captured system (. | i i)
« The file containing information about the captured image (. i magei nf o), such as operating
system, service pack number, and locale, among others.

« The partition information of the captured system (. i ni ). This information is displayed in the
Partition editor section of the bare metal profile,

User for Network Share

Specify the user to access the network share
Password for Network share

Specify the password to access the network share
Security mode

Select the authentication protocol that must be used to access the network share. The defaultis ntim
Boot time hardware parameters

Specify any boot time parameters to be provided to the installer.

! Important:
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- When you prepare your reference machine for the capture task, you must ensure that one of the

primary partitions is flagged as bootable.
» You cannot deploy images captured on computers booted in UEFI mode to computers booted in BIOS

mode and vice-versa.

After you have successfully captured your Linux system, you must import the image into the Image Library, and create
a bare metal profile to deploy the captured image. For further details, see Importing images (on page 112), and

Creating Bare Metal Profiles for Linux Images (on page 190).

Requirements and limitations

The following limitations apply to the Linux capture task:

- btrfs file system for capture and deployment of captured images is supported only on SLES/SLED operating
systems starting from version 12. For deployment of version 12 up to service pack 4, OS resource version 12
service pack 4 must be used in the bare metal profile.

« Capturing an image on a system with an encrypted disk is not supported.

« XFS and ZFS file systems are not supported for Ubuntu images.

« LVM thin provisioning is not supported.

« If you are capturing a RHEL 8.0 (CentOS 8.0) system with LVM partitions, RHEL 8 (CentOS 8) version 1
resource is required instead of RHEL 8 (CentOS 8) version 0.

« If you are capturing a SUSE Linux Enterprise (SLES) 12 system,

o it must have at least 200 MB free space in a non-LVM partition and
> boot directory (/boot) must be on a non-LVM partition.

« If you are capturing an Ubuntu system, a gateway (even fictitious) must be provided to the network. If not, a
message will be prompted and you must manually confirm to continue.

« 32-bit physical machines are not supported.

« You can capture 32-bit operating system images running on 64-bit physical machines, but you must use a 64-
bit OS resource.

« Capture of LVM volume groups (VG) on multiple physical disks is not supported. If you deploy the resultant
image of such capture, there can be issues in the partition sizes as the whole VG is put in a single physical
disk.

« Capture of systems with multiple physical disks with different layouts of the partition tables (some MBR and
GPT) is not supported.

« MBR partition table on UEFI booted targets is not supported.

Importing images

The Image Library Dashboard allows you to manage images by importing, pre-caching, deleting, and modifying the
metadata of your existing images.

From the Image Library, you can upload the following images:
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» Windows images that have been previously captured with either the Capture dashboard or manually. (. wi ),
or images uploaded directly from installation media. You cannot import images from installation media (ISO)
for Windows 2003 platforms.

« Linux images that you have captured using task 201, or created from installation media (setup).

« VMware ESXi images created from installation media.

Linux and VMware images are identified by the extension. | i m

For Windows images only, you can copy configuration settings from an existing image to a newly imported image,
providing they are compatible. For example, if you have uploaded a new image for an Operating System update, you
can associate to it any Bare Metal Profiles, driver bindings, and templates that were defined in an existing image of
an earlier service pack of the same Operating System. See Copying configuration settings from a Windows reference

image (on page 117).

From the Image Library, you can deploy the images to selected targets, or create profiles to send to Bare Metal 0S

Deployment Servers for deployments on Windows and Linux targets.
The Origin column displays whether the image was captured (Capture) or imported from installation media (Setup).

To import a new image, click Import Image. Use the icons on the right to either download or edit an existing image in
the library.

Image Library Last Updated: 08/19/2021 10:44:03 AM (¥

This dashboard allows you to upload images that have been captured with the capture dashboard, or create images from installation media. You can manage the images here and delete or pre-cache as needed. You can copy profiles,
templates, driver bindings and targeting rules from a reference image to another compatible image. You can deploy the images or create profiles from the images that can be sent to bare metal servers

Image Library

Import Image Copy Settings from... Deploy to Computer...

Image Name 1L 08 Version 1L Origin 1L Partitions 1L Date Captured 1L Image File Size 1L Sizeon Disk 1. Warnings  Actions
Wingx4SP0_1625849304 wim Windows 8 x64 SPD Satup 1 E;' 4192":::2:\221 27168 27108 7
Win10x86R2009_1603718356.wim g\:;‘;i‘:yzﬂ gjﬂ o Setup 1 g:’:ﬁ;;;mzo 347CB 34768 7
Win10x64_WIN10-056A8CA0_1604001391938.WIM \'B"f:;‘;z‘;i;g ::;u 5 Capre 1 ;;‘”U 5? 4O:1M2°20 440GB 19.97 6B VA
Win10x64R1803_1620241108 wim :’;g‘;;';i;':‘:;) Satup 1 :\::s D;’B'S:: ! 388GB 288GB 7
Win7x86SP0_1621975751 wim Windows 7 x86 SPD Setup 1 Lo 19568 1958 P v
< >

Profiles

Create Bare Metal Profile Create Reimage Profile

In the import image menu, select the type of image you want to import. You can import images captured from a

Windows (. wi m) or Linux (. | i n) reference machine, or images from installation media (ISO).

! Important: Reimaging is not supported on WMware ESXi targets.
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Importing images from installation media

ISO images can be imported in archive format (. i so) or from a folder or drive which contains the uncompressed ISO
image files. If you are importing Windows images in ISO archive format (. i so), you must have previously downloaded

and installed the 7-zip compression/decompression tool on the system where the Console is installed.

If the image you are importing is provided in more than one installation media file, for example in sLEs- bvp1. i so and

SLES- DVD2. i so, you must uncompress the files into a single folder, and specify that folder in the Import image pop-up.

Note: For SLE15 SP0 and SP1, ensure that you merge the Installer ISO with Package 1SO. For information on
the procedure, see SUSE official documentation at https://documentation.suse.com/sbp/all/single-html/SBP-
SLE15-Custom-Installation-Medium/.

To import an image, browse to locate the image file or folder on your computer and click Analyze.

Import Image

Select an image to import: specify the path or file or click "Browse™ i )
to select the path or file or to map a network drive.

(O Windows format image (.wim)
O Linux captured image ( lim)
(® Instaliation Media ( is0)

) Instaiation Media foider (uncompressed .iso)

CWsers\AdministralonDownloads\en-us_windows_server_2022 x54_dvd_6: m

The analysis typically takes several minutes to complete. During this time, if you are importing an ISO image, the
contents of the specified ISO file or folder are checked and the information retrieved from the image is displayed. In

the Editions List, you can view the editions you can deploy. OS resources contained in the image are automatically
uploaded, if not already present.


https://documentation.suse.com/sbp/all/single-html/SBP-SLE15-Custom-Installation-Medium/
https://documentation.suse.com/sbp/all/single-html/SBP-SLE15-Custom-Installation-Medium/

0S Deployment V3.11.3 User Guide | 6 - Managing Images | 115

Import Image

Select an image to import: specify the path or file or click "Browse" 0
to select the path or file or to map a network drive.

(O Windows format image (.wim)
(O Linux captured image (.lim)
(®) Installation Media (.iso)

(O Instaliation Media foider (uncompressed .iso)

C\Users\AdministratonDownloads\en-us_windows_sernver_2022 x64 dvd_6:

Check the information below and choose whether to continue or not

0s Windows Server 2022

Display Version 21H2

085 Version 10.0.20348.169

Architecture XE4

Size on Disk 4.52GB

Editions List Windows Server 2022 Datacenter Core

Windows Server 2022 Datacenter

Cancel

Note: For . wi mand . | i mfiles, clicking Analyze analyzes and uploads the images without any addition input.

Check the information and click Upload to begin importing the image, or Cancel to quit.

A message will be displayed at the top of the Import Image window stating that "The image is now uploading in the

background". Once the image is successfully uploaded the procedure is completed.

! Important:
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- If you are importing a Windows 10 image from installation media in . esd format generated with the

Microsoft Media Creation Tool, the image must contain a single architecture (x86 or x64), not both,
else the import operation fails.

- Simple bootable Linux iso images that have the behavior of a network installation when deployed
cannot be imported as setup images in the Image Library. For example, the Red Hat “boot . i so”
images, such as RHEL-6.8-20160414.0-Server-x86_64-boot ISO, and SUSE “mi ni - i so “images, such
as SLE-12-Server-MINI-ISO-x86_64-GM-DVD.iso cannot be used to create Setup images in the Image
Library Dashboard.

Requirements for importing Windows 10 and Windows 11 images

You can import Windows 10/11 . i so files that contain compressed images in the . esd file format, if you have the
correct level of deployment tools for the operating system on which the BigFix Console runs. The following BigFix

Console requirements apply:

« Console running on a Windows 8.1 or Windows 2012 R2 system or later, with any WADK 10.
 Console running on a Windows system with WADK 10.
« Console running on a Windows 10/11 or Windows 2016/2019 system.

To successfully import Windows 10/11 (non . esd) images, the following BigFix console requirements apply:

» Console running on a system with Windows 7 or later.

« Console running on any Windows system where WADK 10 is installed. If the installed WADK 10 version is
1709 or later, the Console must be on a system with Windows 8.1 or later.

« Console running on a Windows 10/11 or Windows 2016/2019 system.

Importing captured Windows images

You can import images that you have previously captured using the Capture dashboard or that you have captured
manually. During the import of a captured . wi mimage file, the corresponding driver descriptor file (. dri veri nf o)
and image descriptor file (. i nagei nf o) that were created during the capture phase, must exist in the same path. If
the driver descriptor file is missing, the import process automatically creates it. If the driver descriptor file and/or the

image descriptor file is missing, the import process automatically creates it.

! Important: If you import a manually captured image containing multiple partitions, ensure you have run the
Sysprep command with the generalize option.

Importing captured Linux images

To import a Linux image that you have previously captured using task 201, click Import image, select Linux captured
image (.lim) and specify the fully qualified path to the captured image. Click Analyze . When the analysis completes,

the import process begins. Click OK.
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Copying configuration settings from a Windows reference image

For Windows images, you can copy configuration settings such as Bare Metal Profiles, templates, and driver binding
grids, from an existing image to another compatible image. The configuration settings are copied only if the following

compatibility conditions are met:

« Both images must:

> be of the same Operating System

o have the same architecture (32-bit or 64-bit)

o have the same origin (both must be either captured images or created from installation media).
» The image that inherits the settings must not already have configuration settings associated to it.

If one or more of the conditions above are not satisfied, an error message is issued.

From the Image Library dashboard, select the target image on which you want to copy the configuration settings and
click Copy Settings from....

Choose the reference image from the list of compatible images. If the reference image has Bare Metal profiles
associated to it, you can optionally specify a prefix, a suffix, or both for the profile names to be used when they are

copied on the target image.
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Copy Image settings from a
Reference Image

From this wizard, you can copy profiles, templates, i
driver bindings and targeting rules from a reference

image

Reference Image Win10x64D20H2_1630511620wim  ~

@ Add a prefix to Profile name
O Add a suffix to Profile name

O Add both a prefix and a suffix to Profile Name

Prefix of the copied
Profiles Copied_From_

Suffix of the copied
Profiles

Note: If you have specified either a prefix, suffix, or both, and the resulting profile name exceeds 70

alphanumeric characters, the name is shortened to the maximum allowed length.

If the reference image has templates and driver bindings associated to it, these are also copied to the new image. You

can change profile names in the new image. A summary panel displays all objects that are copied.

Important: If there are rules associated to the Bare Metal Profiles in the reference image, these rules are
copied to the new image but they are disabled, so as to avoid conflicts with the old profiles. To reactivate
them in the copied Bare Metal profiles, use Activate Rule. After the copy has completed, the reference image
and configurations are not erased.
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Note: In some cases, you might receive an error message even if the target image does not have any
previously defined settings. For more information, see Copy image settings error on manual driver bindings

(on page 239).



Chapter 7. Upload Mode

By default, the OS images are permanently stored in the BigFix root server.

In some environment, where the BigFix root server is in remote (for example, in a cloud environment or it has a slow
connection with the network where the OS images are imported and deployed) this would require a significant time to
complete their upload process at the time of import and their download at the time of deployment. This also results
in a significant usage of network between BigFix root server and the local network, where the image are coming from
and finally dispatched to.

In this case, it is possible to configure the Upload Mode to store the OS images in a local network permanently
instead of BigFix root server. Using a primary local repository to store the master copies of the OS images and the
local caches of some specified local relays that are at the top of the network areas, where these relays will be used as

a local repositories.

Note:

1. Files other than OS images (for example, Windows drivers or OS resources) will be handled in a
Standard Mode, using the BigFix root server as a permanent file repository.

2. With the local repositories, you have the maximum advantage of reduced network usage and time
when uploading or downloading images when the console is running in the local network. Also, when
the console is running in the remote network, you have an advantage using the local relay repositories
with a direct connection to the primary local repository.

Configuring Local Repositories Upload Mode

This topic helps you to configure and switch to Local Repositories Upload Mode.
To configure and switch to the Local Repositories Upload Mode, on the Image Library dashboard, click Upload Mode.

Figure 1. Image Library dashboard

magh Ly

agh Name 1L Overon L Ongn | Pasord | DuwCopleed W ImageFlaSze | So8 on Dk WamingE ALl
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W1 102 HD 18510311 e B0 134 Sabip 1 35531 P 43408 4HGB ¥
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! Important: The analysis “0sD Local Rel ay Repositories Information” (55) mustbe enabled to use Upload

Mode wizard.
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If the analysis is not activated, a warning notification is displayed to activate the analysis. To enable the analysis, click
Activate.

Figure 2. Activate analysis warning

Upload Mode

Warning: You must activate this analysis to enable the Loecal Repositories Upload Mode. =

QS0 Local Relay Repositories Information
Activate

Enable Local Repositones

Total movable files size 48 40 GB

When the analysis “OSD Local Relay Repositories Information” (55) is activated, you can configure the Local
Repositories Upload Mode.

Figure 3. Local Repositories Upload Mode configuration environment.

Lecal Relay Repositories

ety Computesr hame Computer iI0 Cache Threshoid Free Cache Space Enatus ACDOE

Note: When the Local Repositories Upload Mode is enabled, the total size of the OS image that have been

already imported in your Image Library is reported in the wizard and it will be moved to the local repositories.

Note: You must use a dedicated folder for the primary repository of the local repositories upload mode and it
must not contain any external file or folder.

Adding a primary local repository

You can start the configuration by adding the Primary Local Repository. You can possibly define some relays to
work as local repositories for the OS images at deployment time for the target computers that are below them in the
download chain.

Complete the following steps to add a primary local repository:

1. Click Add button on the Primary Local Repository section.

Prmary Local Reposiory

Sharesd Path Upioad Bufir Space Fres Partbon Space Slaks AL
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2. Define the following Primary local repository parameters:

| x
Define the primary local repository
Local Repository Details

! Upload Bufter Space (GB) 10
Shared Path 110.10.0.13\c5osd_main_repo
User name Administrator
Password TTITIIIL &
Security mode ntimssp -

Upload Buffer Space (GB)

The minimum buffer space size in GB on primary local repository partition and on relay
repository caches to allow the upload of a new OS image. By default, it is 10 GB.

Shared Path

The writable samba shared network folder that works as primary local repository. It must
be reachable from the console computer where the Local Repository Upload Mode is being
configured.

User name and Password
The user credentials to connect to the shared path.
Security mode

Applicable only in the case of Linux local relay repositories with direct connection to the primary

local repository share. This security mode is used to mount it via samba client.
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When a Primary Local Repository definition is saved, the connection with the provided details is tested and the status
of the test is reported in the Status column.

Primary Local Repositony

Shaeesd Padh Jpicad Bufler Space Fres Partion Spate Sl Actiong

s ]

When the primary local repository is configured, if its connection has been successfully tested, a green icon ' is
displayed in the Status column. The local repositories upload mode can be enabled, if this has enough space to
contain the OS images already imported in the environment.

Adding the Local relay repositories

You can optionally configure the local relay repositories before enabling the Local Repository Upload Mode or define
them later. To deploy the OS image on the target computer, a relay cache must contain the OS image in its download
chain.

1. Click Add on the Local Relay Repositories section.

Primary Local Repasitory

Shseesd Pan Jplcad Bunier Spade Friss Parmton Spate Stata AL

r [

A wizard opens and displays all the relay computers that are subscribed to the OS Deployment and Bare Metal
Imaging site. Select the desired relay computer to define it as the local repository.



0S Deployment V3.11.3 User Guide | 7 - Upload Mode | 124

]

Define a relay computer that will work as a local repository

Select the relay computer you want to enable as a local repository

You can also define a custom session relevance returning a list of BES computer IDs
for the relay computers to display.

Update relevance

Find |
Available Relay Computers L Computer ID L
W2KBRZRELAY 2108453
dhcpserver 5768637
W2012RZRELAY 7083100
rh7Grefay 13048186
WTSP1X86RELAY 14812026

2. You can optionally define a custom session relevance to filter them. You can select a relay computer and click
on Next.

3. Use On/Off toggle switch to enable or disable the local relay repository.
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Define a relay computer that will work as a local repository

Local Repository Details

Relay Computer Name W2012R2RELAY
Activate local relay repository Off On

Cache Threshold 100.00 GB
Total movable files size 48 40 GB
Connect to the primary local
f repository PIEney (®) Via console computer () Directly
Shared Path W10.10.0.14\CS\Program Files (x86)\BigFix Enterprise\f
User name Administrator
Password sesesnsnns @5

ack || cance

An active local relay repository is automatically synchronized with the OS images on the primary local

repository during the following scenarios:
> when enabling the Local Repositories Upload Mode.
> when a new OS image is uploaded when the Local Repositories Upload Mode is enabled.

A local relay repository can work with two different types of connection to the primary local repository:

Via console computer

The samba connection to the local relay repository cache will be carried out from the console
computer to copy/delete/synchronize OS images from primary local repository and to check the
following factors:

a. If the connection can be established
b. Cache free space

c. OS images present
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Provide the Shared Path, User name, and Password to access the relay http server root
(wwwrootbes) directory. Ensure it is a writable samba shared network folder. It must be
reachable from the console computer where the Local Repository Upload Mode is being
configured.

The Shared Path field is pre-filled with a default string, but it must be checked and eventually
changed to the correct one.

When the Local Relay Repository definition is saved, the connection with the provided
information is tested and its status is reported in real time in the Status column.
Direct

The connection to the primary local repository will be established directly from the relay
computer through a BigFix client action to copy/delete/synchronize OS images from the primary
local repository when these tasks are run. The information on free space and OS images cached
is displayed when the result of the anal ysi s 55 is reported. The Shared Path, User name and
Password fields are disabled and not needed for this type of connection.

Upload Mode status and actions

Read this topic to understand the status and actions of Primary Local Repositories and Local Relay Repositories in
Upload Mode.

The following screenshot contains two local relay repositories:

«» one with direct connection /P' and

 one with connection via console computer whose status has been successfully tested

The relay repository with connection via console has been also activated, while the relay repository with direct

connection is not active 'E'j . Both the relay repositories report that they do not have all the OS images in their cache

The check on the OS images present in the relay cache is done even when the Local Repositories Upload Mode is not

enabled. If all the OS images are present a green check is displayed 0 . This means that if a target computer needs
to download any of the OS image files from that relay computer or from any relay computer in its download chain

below, this relay will provide that file without making a download request to its download chain above.

Note: An error will be displayed in the Downloads section of the actions containing the prefetch of an image
stored in local repositories, reporting a download error (404: Not Found). This happens because the BigFix
root server cannot retrieve that file locally. By the way, the action will be completed and the image will be
available for download to the target computers that have a local relay repository that stores that image in
their download chain.
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Figure 4. Status in Upload Mode

Upload Mode &
Enable Local Repositories ot ® O On
Todal movable files size 48 40 GB

Frimary Local Repositony

Erareg Fath Upicad Buffer Space Fresy Parition Space Stans ALTONS

Local Relay Repositones

&
= wm

These are possible statuses reported for the repositories, move your cursor on the status icon for more information.

Connection status

. : the local relay repository uses the connection to the primary local repository via console
computer and it has been successfully established using the credentials provided in its details

(light green).

. ': the local relay repository uses the connection to the primary local repository via console
computer, it has been found already established and has been successfully validated (dark

green).

«  :the local relay repository uses the connection to the primary local repository via console
computer and it has been successfully validated but there’s a warning.

N\ . . . . .
. \ : the local relay repository uses the connection to the primary local repository via console
computer but there’s an error trying to verify it.

. ’T‘ : the local relay repositories use the direct connection to the primary local repository.

Files check status

. Q : All the files of OS images in the Image Library have been found in the local relay repository

cache.

: Not all the files of OS images in the Image Library have been found in the local relay
repository cache or the information is not available.
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Activation status

. C'j : The local relay repository is not active for automatic cache files synchronization, when the
Local Repositories Upload Mode is enabled or a new OS image is uploaded.

- No icon is displayed if the local relay repository is active.

General status:

o : There is an error on the local repository.

Some actions are available for both primary and relay repositories. This is how Upload Mode wizard appears after
enabling the Local Repositories Upload Mode in the same previous environment with two local relay repositories,

where only one of them is active.

Upload Mode c
Enable Local Reposiories off @D On
Tatal movable files size 48.40 GB

Pomary Local Reposaorny
S Paih Liplomd Bufler Space Feie PIUION Spee SAatug Az Luith

Vi Permal_man_tisge 1600 G 120340 Y a rd »

Local Relay Reposionias
Fopliry Corngatisr Hiema Comgatie 1D Coche Thrgshold  Fris Cathe Spis

0GE 2035 G8 I [} V.
W2012RIRELAY 7083100 100.00 &8 5101 68 ] ra 7]

Primary Local repository

el
¥ 4 : Edit the primary local repository definition.

. }) Move the primary local repository to a different shared path, moving all the files (next
paragraph).

- B : Delete the primary local repository definition. It can be deleted only if no local relay

repositories are defined and local repositories upload mode is not enabled.

Local relay repository
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el

¥ 4 : Edit the local relay repository definition.

. L’ : Synchronize the local relay repository cache files with the primary local repository.
This button is enabled if the local relay repository misses any of the files in the primary local
repository. This can happen if the relay repository is not active or not reachable when a new
image is imported or when the Local Relay Repository Upload Mode is enabled, or if the relay
cache logic deletes some of the OS image files.

. : Clean the relay cache. This button is enabled if some file in the relay cache is not identified
as related to bare metal profiles that have been send to bare metal server or saved reimage
templates. If you run clean, those files are deleted from the relay cache to reduce the possibility
that the relay cache threshold is reached and then the relay cache logic deletes some file. Clean
option can be used only by a Master operator.

- B : Delete the local relay repository definition.
A check on the local repositories is done when you open the Upload Mode wizard or add or edit one of the local

repositories. You can also run a new check clicking on the refresh icon (3' .

Moving Primary Local Repository

The Upload Mode wizard allows you to move the Primary Local Repository to a different shared path.

Perform the following to move the primary local repository to a different shared path:

%
« Manually move the files from the primary local repository location to a new location and then Edit ’/ the
primary local repository definition to update it.

Or
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« Use the Action feature to move the files. By clicking the » icon a wizard is prompted. Fill the Shared Path,
User name, and Password with the details of the new primary local repository and click Test Connection.

Move the primary local repository

You can define a new primary local repository. If its connection is successfully tested
and it has sufficient free space, the files can be moved to the new repository

Current shared path W10.10.0.13\c$'osd_main_repo

Total movable files size 45.40 GB

New primary local repository details

[ Shared Path W10.10.0.14\c$\osd_main_repo
User name Administrator
Password sssssssss &

Test connection

Free Partition Space 107 43 GB

o

Connection status

Cancel

If the Connection status is successfully tested T and the free partition space is at least as the total

movable files size, you can start moving the files by clicking OK.

Importing, deleting, and downloading images

You can perform various action such as import, delete and download from the image library dashboard.

If the Local Repositories Upload Mode is enabled, you can import, delete, or download an image from the console

only if the check is successful. Otherwise, your Local Repositories must be verified in the Upload Mode wizard.



Figure 5. Image Library dashboard
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Chapter 8. Reimaging

Reimaging is the process of saving the user state on a computer, installing a new image on it, and then restoring the

user state.
You can reimage Windows or Linux systems by choosing previously uploaded images from the Image Library.

When you reimage a computer you can upgrade the operating system or install a later service pack, but you cannot
downgrade architectures or operating systems. For example, you cannot reimage from Windows 8 to Windows 7
(independently of the architecture), and you cannot deploy a 32-bit image on a target running a 64-bit operating

system.

On Windows systems, you cannot reimage a server class operating system to a client class operating system and

vice-versa.

On Windows systems, reimaging can be completed using multicast distribution if your network infrastructure
supports it. To reimage in multicast, the targets must be connected to relays that are also Bare Metal Servers, and at
least one reimage profile must be available for the image you want to deploy.

Reimaging a Linux system means refreshing the Operating System on a computer with an active BigFix Client. The
machine identity is preserved during the migration.

On Linux systems, reimaging requires the Linux Image provider component which you must install on those relays
that manage the targets that you want to reimage. If the Linux targets are connected to a relay that is a Bare Metal
Server, this component is not needed. To install and use this component, see Managing the Linux Image provider (on

page 38).
From the Image Library Dashboard, choose a source image and click Deploy to Computer.

In the dialog, you can customize a variety of settings and options and create deployment actions that reimage a
computer with the specified settings. You can save the customized options as a template that you can use again
in the future. The reimaging process on a Endpoint Management client creates multiple actions to download

and customize all files needed. When the download is complete, reimaging begins. The status on the Endpoint
Management Console is visible at the end of the reimage process, when the new operating system is successfully

started.
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0OS Deployment - Image Library

Image Library Last Updated 08/19/2021 114633 AM (¥

This dashboard allows you to upload images that have been captured with the capture dashboard, or create images from installation media. You can manage the images here and delete or pre-cache as needed. You can copy profiles,
templates, driver bindings and targeting rules from a reference image to another compatible image. You can deploy the images or create profiles from the images that can be sent to bare metal servers.

Image Library
Import Image Copy Seltings from... Deploy to Compuler... Pre-Cache Delete
Image Name 1L 0OS Version 1L Origin 1L Partitions 1L Date Captured L Image File Size 1L SizeonDisk 1L Wamings Actlions (=]
. ; Fri, 09 Jul 2021 .
W i ¢ - %
Win8x64SP0_1625849304.wim ‘Windows 8 x64 SP0 Setup 1 05:48-24 PM 271GB 271GB rd
s Windows 10 x86 Mon, 26 Oct 2020 &
Win10x86R2009_1603718356 Set 1 347 GB 347CGE
e £ vam £19042.572 (2000) i 01:19:16 PM 4
- Windows 10 x64 Thu, 28 Oct 2020 'y
Win10x64_WIN10-056A8CA08_1604001391939 WIM C 1 ' 440 GB 19.97 GB ¥
S = B19042.508 (2009) e 0201:14PM /7 =
4 ‘Windows 10 x64 Wed, 05 May 2021 -
Win10x64R1903_1620241108 Set 1 . 388GB 388 GB
i = i B18362 .30 (1903) L 07:53:28 PM /’
= Tue, 25 May 2021 ’y
P v ; 4 v
Win7x865P0_1621975751.wim Windows 7 x86 SP0 Setup 1 09:49:11 PM 195GB 195CB V4
< >

Depending on whether you are reimaging Windows or Linux, the options you can customize are described in
Reimaging Windows Systems (on page 133), Reimaging Windows Systems in multicast (on page 7152), and
Reimaging Linux Systems (on page 158).

Reimaging Windows Systems

You can specify different options which will affect the reimaging process on the target.

The reimaging process on Windows systems does not re-partition the disk on the target system. To reimage a
computer successfully, ensure that on the target machine the available free disk space is at least equal to or greater
than the Size on disk of the image you are deploying.

Before deploying Windows 11, check the system requirements at https://www.microsoft.com/en-us/windows/
windows-11-specifications.

You can reimage Windows targets in multicast, using either captured images or ISO images. To complete this task
see Reimaging Windows Systems in multicast (on page 152).

To reimage a Windows system from the Image Library, you have these options:

- Edit an image that was previously imported, and deploy it to one or more targets.

- Deploy an image that you previously captured from a reference machine. In this case, if you have saved the
user state on the captured system, you can restore it on the system you are reimaging.

- Deploy an image that was created from installation media (ISO image).

You can use the Search box to search by a specific image name. Select an image by clicking the appropriate row in
the table.


https://www.microsoft.com/en-us/windows/windows-11-specifications
https://www.microsoft.com/en-us/windows/windows-11-specifications
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Editing an image

You can also edit an image by selecting it and clicking . In the Edit Image window, you can change the Product
Key and Notes.
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Edit Image: Win10x64D20H2_1630511620.wim

0S

Release ID

OS Version
Architecture

Image Locale

Image Keyboard Locale
Size on Disk

Editions List

Product Key

Motes

Partitions

Letter |s Bootable?

C yes

Windows 10
2009
10.0.19042 508
x64

en-us
0409:00000409
475 GB

Windows 10 Education

Windows 10 Education N

Windows 10 Enterprise

Windows 10 Enterprise N

Windows 10 Pro

Windows 10 Pro N

Windows 10 Pro Education
Windows 10 Pro Education N
Windows 10 Pro for Workstations
Windows 10 Pro N for Workstations

Is System? Info

yes

OK

Size on Disk

475 GB

Cancel
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Note: Some fields cannot be modified if there are one or more bare metal profiles created from or associated

to the image.

The following Partition information is displayed:

« The drive letter of the partition.

« If the partition is bootable.

« If the partition is a system partition.

« Additional information about the partition, for example if it is a recovery partition.

« The size of the partition.

In this subsection, you can edit partition mappings for the computers to which the selected WIM image is to be
applied.

Note: Both disk and partition numbers are zero-indexed in this view.

Managing multiple partitions for captured images

If your source image is multiple-partitioned, you can:

« Capture multiple partitions in a single .WIM file to enable the support of multi-partition master images.

« During a reimage, map the captured partitions into existing partitions and decide which target partitions to
overwrite and which ones to keep.

« During a bare metal deployment, decide how many partitions to create and how to map them into partitions of
the reference image.

- During a bare metal deployment, allow the administrator to decide if the disk must be cleaned and
repartitioned or simply if some partitions must be reformatted, while others must be kept, (for example data
partitions).

Choosing a source image
Select a Windows image from the Image Name list and click Deploy to computer to open the wizard.

If you choose an image that was created from installation media (ISO images), you can also select the operating
system type that you want to deploy, if more than one is available in the image. Expand Edition, and make your

selection.



0S Deployment V3.11.3 User Guide | 8 - Reimaging | 137

Deploy Image to Computer

This wizard allows you to create deployment actions that reimage a computer with the specified

settings.
Image: Win10x86R2009_ 1603718356 wim
Edition: :
Windows 10 Home A
Template: Windows 10 Home
Windows 10 Home N i
Default 1
Windows 10 Home Single Language B
~Options Windows 10 Education
Windows 10 Education N
Wizard
Windows 10 Pro
Windows 10 Pro N
Multic :ation for remote logging and USM

In addition to the wizard, you can also use the Manual tab to edit the Cust onSet t i ngs. i ni file to be used for the

reimaging.

Note: When you reimage a computer whose disk is encrypted with Bitlocker protection, the Bitlocker
protection is suspended to run the deployment task. After the reimage deployment task completes, you must

manually resume the BitLocker protection or restart the computer to automatically resume it.

Deploying an image to a target computer

To reimage your target computer, use this wizard to customize deployment parameters and user settings.

The Deploy Image to Computer wizard sets specific parameters, including multicast options, migration settings,
miscellaneous options, and credentials. You can deploy an image to a computer either using the wizard or manually.
To reimage a computer in multicast, you must create a reimage profile as described in Reimaging Windows Systems

in multicast (on page 152).

To proceed manually, select the Manual tab to manually edit the cust omset tings. i ni file that is generated from fields
specified in the Wizard tab. Changes made in the file make fields in the Wizard tab non-editable and manual changes
must be undone to be able to make changes in the Wizard tab again.

Editing the cust onset tings. i ni file incorrectly might cause failure during the imaging process. Some settings of this
file are not present in this tab because they are handled separately by encryption. Specifically, these settings are:
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« DomainAdmin

» JoinDomain

« DomainAdminDomain

« DomainAdminPassword
» MachineObjectOU

For these values, the settings in the Wizard tab take precedence over the settings found in the Manual tab.

From the wizard, you can optionally create a baseline that can be reused for subsequent reimage deployments:

Deploy Image to Computer

This wizard allows you to create deployment actions that reimage a computer with the specified
settings.

Image: Win10x86R2009_1603718356.wim

Edition: .
Windows 10 Home i

Template:

Default -

>Options

Create Baseline Reimage Computer

When you take action from the baseline, and provide the necessary credentials, multiple action groups are created

and the activity dashboard is updated with new entries.

Expand Options to edit the settings for the reimage. When you have made the required changes, you can save the
template, and either create a reimage action by clicking Reimage computer or create a reusable baseline by clicking

Create Baseline.

Each component of the Wizard tab is explained in the following sections.



Wizard Manual

Multicast Deployment
[] use Mutticast Distribution

MDT Bundle

MDT Bundle

new mdt vanda (3.10.41) (Default) -

Windows License Product Key

Product Key

Migrate User Settings (Windows client operating systems only)

Migrate User Settings
USM Configuration
(®) Additional File Extensions

O Custom USM Configuration File Folder

Mo Configuration Uploaded

Migrate users active in last 60 Days

Miscellaneous Options

System Tag

Client Settings

Partition Settings

Edit Partition Mapping...

Encryption Type

Enable 9.0 Encryption -

Administrator Password

Authenticating Relay Password

|:| Disable enhanced error detection

|:| Set the high performance power plan
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Share Location for remote logging and USM Overflow

[] Enable Remote Logging

Location For Logging

[ ] Dynamic Logging

[] Enable USM Overflow

Location for Overflow

Share Location Credentials

User name

Password

Domain Credentials

Join Computer To

Workgroup -

Workgroup/Domain Name

workgroup
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Requirements and limitations

The reimaging process is influenced by different components, such as source and destination operating systems, the
MDT Bundle used, and by user and domain settings. One or more of the following requirements or restrictions may

apply, depending on your specific selection:

1. You cannot reimage a system with an encrypted disk. You must decrypt the disk before deploying the image
on the target system, or else the reimaging fails.

2. When you deploy a captured image, if the BES client version installed on the target computer is earlier than the
version contained in the image, the reimaging completes successfully. However, if you upgrade the BES client
on the target computer at a later time using the upgrade Fixlet, this operation might fail. To solve the problem,
manually upgrade the client on the target where the upgrade has failed by using the Repair option.

3. You cannot reimage a Server class operating system on a client class operating system or vice-versa.

4. Reimaging to Windows 10 requires that the source operating system must have BigFix client version 9.2.5 or
later installed before you start the reimaging process.

5. Reimaging from Windows 10 release ID 2004 requires MDT Bundle 3.10.33 or later.

6. Reimaging to Windows Server 2016, 2019 or 2022 requires that the source operating system must have BigFix
client version 9.5.3 or later.

7. If you are reimaging a Windows Hyper-V "Generation 1" virtual machine, you must disable enhanced error
detection for the task to complete successfully.

8. To reimage a UEFI client with the Secure Boot firmware option enabled, you must disable enhanced error
detection in the Miscellaneous Options section of the wizard . WinPE 4 or later is required in the MDT Bundle.

9. You need an MDT Bundle originally created using a WinPE 10 2004 or earlier to re-image an x86 operating

system.
Windows License Product Key

Enter a valid Windows license product key in this field. To deploy multiple copies of Windows, you must have a

volume key.

Note: If you fail to specify a correct product key, this might result in a failed re-image job and put the
computer in an unrecoverable state.

Migrate User Settings

You can capture the user profiles and settings of a system before the reimaging process begins.
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Migrate User Settings (Windows client operating systems only)

Migrate User Settings

USM Configuration
(®) Additional File Extensions

(O custom USM Configuration File Folder

Migrate users active in last &0 Days

The Migrate User Settings capability captures multiple user profile directories from a system about to be reimaged. In

most cases, the profile data stays on the migrated system. However, if the system does not have sufficient disk space
to duplicate the migrated profiles, the data might overflow to a "USM Overflow Location" (SMB) and be restored to

the system after the image task is complete. To avoid filling up your available storage on the specified USM Overflow

location, perform multiple migrations.

The users defined on the computer that you are reimaging and that do not already exist in the image that you are
deploying, are migrated and set to disabled on the reimaged computer. You must enable them again by using the”
Computer Management” option of the Administrative tools. Alternatively, if you want the migrated users to be enabled
during the deployment process, follow these steps:

1. In the Image Library, select the image you want to deploy and click Deploy to Computer
2. In the Deploy Image to Computer pane expand the Options section

3. Select the Manual tab and scroll to USM Settings

4. Modify the value of the LoadStateArgs parameter as follows:

LoadSt at eArgs=/1ac /| ae

The restored users will have an empty password which must be changed at first logon.

Note that by adding these values in the LoadStateArgs parameter, the restored users that were disabled in the

source operating system (and that do not already exist in the image you are deploying) will be enabled in the

final operating system. For more information about editing parameter values for capturing (ScanStateArgs) and
restoring (LoadStateArgs) user settings in the Manual tab, see the documentation at the following links: http://
technet.microsoft.com/en-us/library/cc749015%28v=ws.10%29.aspx (ScanState) and http://technet.microsoft.com/
en-us/library/cc766226%28v=ws.10%29.aspx (LoadState).

Note:


http://technet.microsoft.com/en-us/library/cc749015%28v=ws.10%29.aspx
http://technet.microsoft.com/en-us/library/cc749015%28v=ws.10%29.aspx
http://technet.microsoft.com/en-us/library/cc766226%28v=ws.10%29.aspx
http://technet.microsoft.com/en-us/library/cc766226%28v=ws.10%29.aspx
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P@ You cannot migrate user settings for server class operating systems. When you select server class operating

systems, this option is disabled.

User State Migration behavior and capabilities might vary based on the original operating system, new operating

system, or amount of storage space.

From / To Windows 7 Windows 8 Windows 8.1 Windows 10 Windows 11
Windows 7 |[Uses'hard link'to |Uses'hard link'to [Uses 'hard link'to | Uses 'hard link'to | Uses 'hard link' to
migrate the profile | migrate the profile | migrate the profile | migrate the profile | migrate the profile
locally locally locally locally locally
No disk or net- No disk or network | No disk or network | No disk or net- No disk or net-
work impact impact impact work impact work impact
Windows 8 | Not Supported Uses 'hard link'to | Uses 'hard link' to | Uses 'hard link' to | Uses 'hard link' to
migrate the profile | migrate the profile | migrate the profile | migrate the profile
locally locally locally locally
No disk or network | No disk or network | No disk or net- No disk or net-
impact impact work impact work impact
Windows 8.1 | Not Supported Not Supported Uses 'hard link' to | Uses 'hard link'to | Uses 'hard link' to
migrate the profile | migrate the profile | migrate the profile
locally locally locally
No disk or network | No disk or net- No disk or net-
impact work impact work impact
Windows 10 | Not Supported Not Supported Not Supported Uses 'hard link' to | Uses 'hard link' to
migrate the profile | migrate the profile
locally locally
No disk or net- No disk or net-
work impact work impact
Windows 11 | Not Supported Not Supported Not Supported Not Supported Uses 'hard link' to

migrate the profile

locally

No disk or net-

work impact
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Miscellaneous Options

In the Deploy Image to Computer dashboard, you can specify a set of options to customize the deployment for your

specific environment.

Use the Miscellaneous Options section of the dashboard to specify environment-specific options to be used for the

deployment.

Miscellaneous Options

System Tag

Client Settings

Partition Settings

Edit Partition Mapping...

Encryption Type

Enable 9.0 Encryption -

Administrator Password

Authenticating Relay Password

[ ] Disable enhanced error detection

[ ] Setthe high performance power plan
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Use the System Tag field to set a string in the registry file to highlight something specific for that system to the BigFix
platform. For example, it could indicate that this system has been newly imaged. A registry entry with name syst enirag
and the specified value is created under the key

HKEY_LOCAL_MACHI NE\ SOFTWARE\ Bi gFi x\ Ent er pri sed i ent\ | magel nf o

or

HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node\ Bi gFi x\ Ent er pri sed i ent\ | magel nfo

depending on the architecture of the machine. You can then create an action using the syst enirag registry key and its
value as relevance to apply your action and reset that key as the first step of your action to prevent it from being run

twice.

Note: This field is deprecated and is kept for backward compatibility only. If you want to identify computers or

groups of computers in your network by assigning variables, use the Client Settings field.

You can specify Client Settings to list named variables that are assigned to the deployed computer. The values you
assign can be used either as labels to identify computers with specific roles or as filters in Fixlet actions and in Fixlet
relevance to exclude an action on a target. You must specify the variables in a NaVE: VALUE format. If you specify
multiple variables, each one must be separated by a vertical bar “| .

After a deployment, you can display these values in the BigFix console by selecting the specified computer, and
clicking “Edit Computer Settings”. The settings are listed under “Custom Settings.”

Note: During a system migration, preexisting client settings are retained and restored in the new operating

system. Using this feature, you can extend the migrated target with new client settings.

Examples of how you can use the client settings field to configure the target after a deployment are available on the

BigFix wiki.

A complete list of available client configuration (custom) settings, and a description of how to use them is available at

this link: Configuration Settings.

Select Enable Administrator to enable the Administrator account on the target system during the deployment

process of captured images.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Using%20the%20Client%20Settings%20field%20to%20configure%20targets%20during%20deployments
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Configuration%20Settings
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Miscellaneous Options

System Tag

Client Settings

Partition Settings

Edit Partition Mapping...

Encryption Type

Enable 9.0 Encryption -

Enable Administrator

Administrator Password

&

When you deploy images created from installation media (ISO), the Administrator user is always enabled and you

must always supply the corresponding password. For further information about enabling users, see Migrate User
Settings (on page 140).

Setting Secure Password Transfer

If you are using BigFix version 9.0 or later on the server and clients, You can enable the encryption method by
selecting Enable 9.0 Encryption in the Encryption type field. This selection requires no further actions.

Relay Password

This password is used to connect the BigFix clients to their authenticating relays in the new operating system. You

can leave it empty, if the BigFix clients are not connected to authenticating relays.

If the BigFix client is connected to an authenticated relay but its password is not provided, it cannot reconnect to its

relay in the new operating system.
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Enhanced error detection

0S Deployment modifies the boot sequence of target machines to monitor and track operations performed during
capture, reimage, and bare metal deployments. This is done by hooking the master boot record (MBR) to detect and

handle boot errors and other exceptions such as system crashes, startup failures, and infinite loops.

You can choose to prevent the modification of the boot sequence during these operations by checking Disable

enhanced error detection.

Disabling error detection prevents changes to the boot sequence to avoid interference with specific target settings or
company policies. Checking this option does not affect the deployment process flow and result. You must select this
option when you deploy images to UEFI targets with the Secure Boot option enabled.

High performance power plan

This option is available only for Windows 10/11 and, if selected, sets the high performance power plan on the target
computer. This will also prevent the standby during the deployment on laptops when the lid is closed on AC. MDT

Bundle later than Version 3.10.16 is required.
Mapping partitions

Click Edit Partition Mapping to choose the partition layout for the deployment. This option is enabled only for
captured images with more than one partition.

In the Partition Editor, the partitions contained in the WIM image are associated with the partitions that are present
on the target computer. You map the captured partitions into existing partitions and decide which target partitions to
overwrite and which ones to keep.

You can maintain partitions previously created on the physical disk. These are kept even after creating the new

associations.
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Partition Editor

Use this partition editor to add or edit partition mappings for the computer(s) to which the
selected WIM image is to be applied. Note that both disk and partition numbers are 0-indexed
in this view. The asterisk (*) is used to identify the bootable partition in captured WIM image

Partition Mappings

Add Partition Validate Mapping Delete ( 0)

|:| Dizk Numiber Partition Mumibser WM Index Letter Iz Bootable?  Is System?  Info

|:| 0 0 Ves no

[] S 5 no YES

€ >
Save Cancel

The WIM Index column identifies the partitions of the captured image, that you map to the partitions of the target
machine, which are identified by Disk number and Partition Number in the corresponding columns.

The Info column displays additional information on the partition, for example, whether it is a recovery partition.

The asterisk (*) in the WIM index column indicates that this partition in the captured image was marked as bootable
at capture time. If you delete this partition, the system partition is automatically set as bootable.
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Partition Editor

Use this partition editor to add or edit partition mappings for the computer(s) to which the
selected WIM image is to be applied. Note that both disk and partition numbers are 0-indexed
in this view. The asterisk (*) is used to identify the bootable partition in captured WIM image

Partition Mappings

Add Partition Validate Mapping Delete ( 0)

|:| Dizk Numiber Partition Mumibser WM Index Letter Iz Bootable?  Is System?  Info

[]

(W3]
(W3]
-
[}

YES yes

Save Cancel

During the reimaging process, regardless of how you map the system and boot partitions, if the number of partitions

in the captured image is greater than the partitions present on the target machine, the validation fails. Because the
reimage process does not re-partition the target machine, you must ensure that the number of mapped partitions is
not greater than the partitions defined on the target, or both the validation step and the reimaging process fail.

If the number of partitions you configure for the target is less than the actual number of partitions present on the
target, the results of the validation depend on how the partitions in the image are mapped to the target disk and
partition.

It is strongly recommended to reimage ensuring that the number of partitions mapped from the captured image are
equal to the number of actual partitions on the target.

You can also select the dash character (-) in the WIM Index column, to avoid overwriting the target partition with the
specified partition of the WIM. For example, if on a Windows 8 target machine you have a data partition that you want
to prevent from being overwritten, you must modify the partition mapping by selecting the dash (-) character in the
WIM Index column, so that on the corresponding target partition , no partition of the WIM image is transferred, as

displayed in the following panel:
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Partition Editor X

Use this partition editor to add or edit partition mappings for the computer(s) to which the
selected WIM image is to be applied. Note that both disk and partition numbers are 0-indexed
in this view. The asterisk (*) is used to identify the bootable partition in captured WIM image

Partition Mappings
Add Partition Validate Mapping Delete (0 )

Disk Mumber Partition Number WIM Index Letter Is Bootable?  Is System?  Info

[]

[] 0 0 .- yes no
[] S 5 1 & yes yes
[] 0 0 - - no no

",
W

Save Cancel

If the target of a reimage is a UEFI machine, a separate boot partition is always available at run time, regardless of
how the bootable and system partitions are mapped in the WIM.

When you are done, click Validate Mapping to validate your associations.

Note: On BIOS machines only, a maximum of four partitions (primary) are supported on the same disk.
Because images are firmware independent, you can define more than four partitions on the same disk but the
deployment of such an image fails on BIOS machines. This limitation does not apply to UEFI machines.

Share Location for remote logging and USM Overflow

Remote Logging specifies a network location to which your log files are copied after capture or re-image. To use this
feature, click the Enable box and browse to assign a logging location.

If you enabled remote logging you can also select Dynamic Logging to enable real time logging for debugging
purposes. Logs are created dynamically and stored in the specified network location.
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Enable USM Overflow specifies a network location where user files are to be migrated if there is insufficient space on

the endpoint. To use this feature, click the Enable box and browse to assign an overflow location.

Share Location Credentials

Enter user name and password credentials for users to access the shared location. If using both Remote Logging and
USM Overflow, the credentials must be the same.

Domain Credentials

After a deployment, a computer can be joined to a workgroup or to a new or existing domain.
Workgroup
To join a computer to a workgroup, specify the name of the workgroup.
Specify Domain

To join a computer to a domain, specify the name of the domain and credentials with domain-joining

privileges. The domain name can contain all alphanumeric characters, but none of the following:

backsl ash (\)

slash mark (/)

colon (:)

asterisk (*)

question mark (?)
quotation mark (")

l ess than sign (<)
greater than sign (>)

vertical bar (|)

Names can contain a period (.), but cannot start with a period. You should not use periods in Active
Directory domains. If you are upgrading a domain whose NetBIOS name contains a period, change the
name by migrating the domain to a new domain structure and do not use periods in the new domain
names. You can also specify the DNS domain name, for example, MyDomor MyDom MyConpany. com

Existing Domain

To migrate domain settings from the previous operating system, enter the appropriate domain-joining
credentials.

Specify OU

To join a computer to an active directory organizational unit, specify the full Active Directory path name

of the OU to join. Specify the user credentials with domain-joining privileges.

For example:

OU=MyQu, DC=MyDom DC=My Conpany, DC=com
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All characters are allowed, including extended characters. As a best practice, use Organizational Unit
(OU) names that describe the purpose of the OU and that are short enough to be easily managed.

Note: OU settings cannot be specified for a workgroup or domain name. Domain-joining credentials can
be specified as a domain name or as a DNS domain name, as described previously. If the domain is not
specified as part of the user name, the name of the domain to which you are joining is used. Formats such as

Admi ni st rat or @er ver 1. nydept . us. myco. comare not allowed.

The values you specify in the wizard are stored in the Cust onfSet t i ngs. i ni file and are mapped as follows:

Table 3. Domain Credentials value mapping in the CustomSettings.ini file

Corresponding proper-

Field in the wizard ty in CustomSettings.ini file
Workgroup/Domain Name Joi nDonai n
Organizational Unit to join (OU) Machi neCbj ect QU

User name (Domain\user login name) | Donai nAdni nDomai n and Donai nAdni n

Password Domai nAdm nPasswor d

BigFix performs the Join Domain using the Microsoft Deployment Toolkit (MDT). Lite Touch Installation (LTI) is used
for deployments. LTI uses a common set of scripts and configuration files (Cust onSet t i ngs. i ni ) to deploy the
target computers. BigFix automates the domain-join process by modifying the Cust onfSet t i ngs. i ni file used

for the MDT deployment process. The settings that you specify and that are stored in the file, are then parsed by the
Window Setup program, and the system attempts to join to the domain early in the deployment process.

You can modify the following properties in the Cust onSet t i ngs. i ni file by selecting the Manual tab.

Table 4. Join Domain Properties in the CustomSettings.ini file

Property
in Custom-
Settings.i-
ni file Description

Domei n-  The user account credentials used to join the target computer to the domain specified in Joi nDomai n.

Admi n Specify as donmai n\ user _nane oruser _nane@lonai n. com

Domei n-  The domain in which the user's credentials specified in Domai nAdni n are defined.
Adni nDo-

mai n
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Table 4. Join Domain Properties in the CustomSettings.ini file

(continued)

Property
in Custom-
Settings.i-
ni file Description

Domei n-  The password of the domain Administrator account specified in the Donai nAdni n property and used
Admi n- to join the computer to the domain

Passwor d

Joi nDo-  The domain that the target computer joins after the operating system deployment is complete. This is
mai n the domain in which the computer account for the target computer is created. This field can contain al-

phanumeric characters, hyphens [], and underscores [_]. Blanks or spaces are not allowed.

Machi ne- The Organizational Unit (OU) in the target domain in which the account for the target computer is cre-
Obj ect OU ated.

Reimaging Windows Systems in multicast

You can reimage your targets by using multicast communication, if your network infrastructure supports it.

To reimage Windows targets using multicast, the following requirements must be met:

* Your Bare Metal Server component must be at version 7.1.1.19 or later, and must be installed and running
on the relays to which the targets are connected. To use a different relay from the one to which the target is
connected, you can add a custom client setting as described in Adding a custom setting to connect a target
to a specific relay (on page 157). During the reimaging deployment, the target dynamically connects to the
relay specified in the setting.

- You must create at least one reimage profile for each image that you want to deploy in multicast and precache

it on one or more Bare Metal servers that manage the multicast deployment.

Multicast is implemented as a group-based deployment so that computers can be installed in batches. The Bare
Metal Server splits the profiles into blocks that are sent to all targets that belong to the same multicast group. Before

sending each block, the server sends a packet called TOC, that describes the content of the block.

To create a reimage profile, complete the following steps:

1. From the Image Library select a Windows image that you want to deploy in multicast.
2. Click Create Reimage Profile.
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Image Library Last Updated: 08/19/2021 11:4638 AM (¥

This dashboard allows you to upload images that have been captured with the capture dashboard, or create images from installation media. You can manage the images here and delete or pre-cache as needed. You can copy profiles,
templates, driver bindings and targeting rules from a reference image to another compatible image. You can deploy the images or create profiles from the images that can be sent to bare metal servers

Image Lirary

Image Name 1L 0OS Version 1L Origin 1L Partitions 1L Date Captured 1L Image File Size 1L SizeonDisk 1L Warnings  Actions ~
WinBx64SP0_1625849304 wim Windows & x64 SPO Setup 1 :;‘ 41?;;;221 27168 27168 /7
Win10x86R2000_1603718356 wim :’1:;::‘;;;20 g:og) Setup 1 ;ﬂ":éii(;:mn 34768 347 0GB Vi
Win10x64_WIN10-056A3CAE_1604001391939. Wil ;‘:;‘;Z‘g;: (Xzﬁc?um Capture 1 DT;”U 12:? 40;:“20 440 G8 19.97 GB V.
Win10x64R1903_1620241108 wim :’;;‘;:‘2&? 1";:3} Setup 1 :“;e:é;i';;" 2 2.88 GB 3.88 GB 7
Win7x86SP0_1621975751.wim Windows 7 86 SP0 Setup 1 ;;igzj:":z! 20l 195GB 195GB 7 o

= it Fee 5
Profiles

I:‘ Name 1L Type L os 1 Servers With Profile 1L Servers Qut of Sync 1L Warmings Actions (2]

O win10_test_mdt_new.wim Bare Metal Win10 0 0 Q Vd

[]  win10x86_newversioneplatt.wim Bare Metal win1o 0 0 (] Va

I:‘ Win10 %86 cl 10.02wim Bare Metal Win10 1 0 {:\ /

I:‘ ‘Win10 x86 Reimage flash - 1603719219.wim Reimage Win10 0 0 o /'

D ‘Win10 %86 Reimage react - 1603719219 wim Reimage Win10 0 0 o /' v

3. The Reimage Profile properties window is displayed.
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Reimage Profile properties

# This Reimage Profile can be used for in-place upgrades X
Specify reimage profile multicast parameters o
Display Name Win10 x64 Reimage - 1630512641 wim
MDT Bundle new mdt vanda (3.10.41) (Default)
Use Multicast for this Profile
Multicast Mode
Q) Probe and Fail
(® Probe and Fall Back to Unicast
QO Force Multicast
O Force Unicast using permanent cache
Group Setup
(® closed Group
Number of targets in group: 12
Wait for targets up to minutes: 10
Minimum number of targets in group: 2
Q open Group
16
Advanced Parameters
Block synchronization wait time in seconds: 120
Block size in MB: 16

Enable block encryption:

OK Cancel
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To enable multicast for the profile, select the corresponding option. Default values for multicast deployment

are provided. You can accept or change them, depending on the characteristics of your network:
Display Name

The name of the profile. By default, the name is derived from the associated image and the type
of profile (in this case, Reimage). You can specify a different name, with a maximum length of 70
alphanumeric characters.

MDT Bundle

The MDT Bundle to be used for the deployment. You can choose a different one from the list of

compatible bundles for the selected image.
Multicast Mode

Defines how the multicast distribution is managed on the targets at deployment time for the

profile:
Probe and Fail
If the probe on the target fails, the deployment task also fails.
Probe and Fall back to Unicast

If the probe on the target is successful, deployment occurs in multicast. If the
probe fails, deployment of the profile occurs in unicast, using the Bare Metal Server
cache, instead of the relay cache.

Force Multicast
Deployment on the target is forced to multicast regardless of probe results.
Force Unicast using permanent cache

Deployment on the target is completed in unicast using the Bare Metal Server
cache. This option is useful when you want to ensure that all necessary files are

available at deployment time.

! Important: If the image you selected is larger than 16 gigabytes in size, and you have enabled
multicast, the options "Probe and Fall Back to Unicast and "Force Unicast using permanent cache" are
disabled.

Group Setup

Select the type of multicast group that is used for the deployment. You can accept or change the
associated parameters.

Closed Group

Targets join the group as they are ready. When the following criteria are satisfied,

the group is closed and distribution begins. This is the default.

Number of targets in group
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Specify the maximum number of targets allowed in the group. The
default value is 12.

Wait for targets up to minutes

Specify the maximum number of minutes to wait for targets before
starting the multicast deployment. The default value is 10 minutes.

Minimum number of targets in group

Specify the minimum number of targets that must join for a multicast
deployment. If the specified value is not reached, deployment is
completed in unicast. The default value is 2.

Open Group

Targets can join the group as they are ready, at any time during deployment. You
can change the associated parameter.

Average number of targets in group

Specify the average number of targets expected in the group. This
value is used to optimize block synchronization. The closer the
number of actual targets is to this value, the more efficient the

multicast deployment. The default value is 16.
Advanced Parameters
Multicast advanced customization and tuning options that apply to both multicast group types.
Block synchronization wait time in seconds

Specify how many seconds the server must wait before sending the next block.
This value is preset to 120 seconds. If you specify a value less than 5 seconds, the
block synchronization wait time is forced to 5.

Block size in MB

The image is divided into blocks that are sent to the targets. This parameter sets
the maximum size of the data blocks (in megabytes) sent in each transmission

packet. The default value is 16 Megabytes.
Enable block encryption
Specify if the blocks must be encrypted during transmission.

4. Click OK to save the profile.

5. Select the profile from the list, and click Send to Server. If you select multiple profiles and more than one
server, the send operation might take some time.

To deploy an image in multicast, select it from the list and click Deploy to Computer.
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Deploy Image to Computer X

This wizard allows you to create deployment actions that reimage a computer with the specified settings.

Image: Win10x64D20H2_1630511620.wim
Edition: i i
Windows 10 Education Sl

Template:

[Modified] Defautt 7
~QOptions

Wizard Manual

Multicast Deployment Share Location for remote logging and USM Overflow

[ ] Enable Remote Logging
Use Mutticast Distribution

Reimage Profile

Win10 x64 Reimage - 1630512641 wim -

Check the multicast distribution option and select the reimage profile. Specify the other parameters as needed. For a
detailed explanation of the parameters see Deploying an image to a target computer (on page 137).

Probing targets before a multicast deployment

Before deploying images in multicast, you can check if targets in your network can receive multicast deployments
by running the Probe Clients for Multicast Deployment task (80). The task checks that the client can accept
incoming multicast packets. The probe uses an incremental TTL (Time to Live) value up to a maximum default

of 5. If you want to change the maximum TTL value that the Bare Metal server uses to check if the target is able
to receive multicast packets, edit the computer settings of the Bare Metal server and create a new client setting

OSD_Maxi munTTL_MCast Pr obe.

To successfully deploy images in multicast, you must ensure that the needed ports are available on the Bare Metal
Server and on the targets connected to them. For more information about the ports that are used for multicast
distribution, see Listening ports used for OS Deployment tasks, media creation and reimaging deployments in

multicast. (on page 47).

Adding a custom setting to connect a target to a specific relay

From the Subscribed computers view, highlight the target computer and click Edit Settings. Click Add to define the
new setting with name Bvser ver over ri de. Set the value to the hostname or IP address of the relay with the Bare Metal

Server component to which the target must connect for the reimaging deployment, then click OK to save.
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Reimaging Linux Systems
You can reimage Linux systems by deploying images that you previously imported from installation media.

When you reimage a Linux target system, you are installing an image file (. LI M) previously created from an ISO image
and stored in the Image Library. The images that you can deploy are of type Setup and are identified by the Origin field
of the Image Library dashboard.

Depending on the reimaging mode, (Upgrade or Install), you are required to specify parameters that are needed for the
target deployment. The parameters that you specify must be saved to a template before starting the reimage task.

For more information, see Managing templates (on page 167).

Note: HTTP Access is needed to the Image Provider component, which listens on port 8088. For more
information, see Ports used by the Bare Metal OS Deployment Server (on page 47).

You can reimage Linux systems in two different modes:

Upgrade

If you select this mode, the operating system RPM Package Manager files (. r pn) on the target are
updated at the required level. Optionally, you can choose to upgrade the Endpoint Manager Client that is

installed on the target.

Install

If you select this mode, the selected image is installed on the target system. The data on the current
system is overwritten by the new installation. The disks on the target are re-partitioned by default. The

following existing settings on the target are preserved and copied to the reimaged system:

 Machine identity (language, keyboard, timezone, network settings)

« BigFix client identity

Note: In some cases, the BigFix client identity is not preserved. For more information, see

Duplicate client computer entry in the Server database after a Linux reimage (on page 237).

! Important:

» Reimaging to targets that are managed by a proxy server is not supported.

» Reimaging to targets that are connected to an authenticating relay is not supported.
 Reimaging of captured images is not supported.

» Reimaging of Ubuntu systems is not supported.

« It is good practice to backup your system before upgrading.

From the Image Library Dashboard, select the Linux source image you want to deploy and click Deploy to Computer.
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Linux configuration options

For the reimaging process, a configuration file is used at deployment time for both reimaging modes. The default
configuration file is displayed in the corresponding field of the Deploy Image to Computer dialog. This file includes
a base system configuration for the installation of the most common packages, and, for the install mode only, a
standard partition layout.

The configuration file is updated on the target system during the reimaging task to copy the machine identity on the
destination image. The language, keyboard, timezone, and network settings are added at run time for this purpose.
To override this behavior, edit the configuration file by providing your values for these settings. The values you provide

are used on the target instead of the default ones.

For more information about customizing the configuration files for the supported Linux operating systems, refer

to the specific Linux vendor documentation. For example, you can view information about the RedHat Enterprise
Linux Kickstart configuration file options for Version 6, at this link: https://access.redhat.com/documentation/en-
US/Red_Hat_Enterprise_Linux/6/html/Installation_Guide/ch-kickstart2.html, and information about the SUSE Linux
Enterprise Server Control file for Version 11 SP3, at this link: http://doc.opensuse.org/projects/autoyast/index.html.

Valid reimaging combinations

The following table lists the valid reimaging combinations for the Install mode:

Table 5. Linux reimaging combinations - Install Mode

Allowed combinations for reimaging in Install mode

Architecture

(From/To) Distribution 0S Combinations (From/To)
 32-bit to 32- bit * RHEL to RHEL * RHEL 6.x to RHEL 6.%, 7.x
* 32-bit to 64-bit + CentOS to CentOS * RHEL 7.x to RHEL 7.x, 8.x
* 64-bit to 64-bit * SLES/SLED to SLES/SLED * RHEL 8.x to RHEL 8.x, 9.x

« RHEL 9.x to RHEL 9.x

« CentOS 7.x to Cent0S 7.%, 8.x
+ CentOS 8.x to CentOS 8.x

* SLES 11.x to SLES 11.x

« SLED 11.x to SLED 11.x

* SLES 12.x to SLES 12.x

* SLED 12.x to SLED 12.x

« SLES 11.x to SLE 15.x

* SLES/SLED 12.x to SLE 15.x
e SLE 15.x to SLE 15.x

The following table lists the valid reimaging combinations for the Upgrade mode:


https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Installation_Guide/ch-kickstart2.html
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Installation_Guide/ch-kickstart2.html
http://doc.opensuse.org/projects/autoyast/index.html
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Table 6. Linux reimaging combinations - Upgrade Mode

Architecture (From/To) Distribution 0S/SP Combinations (From/To)
Version 6.x to 6.x+n

. 32-bit to 32-bit Version 7.x to 7.x+n

) ) « RHEL to RHEL

. 64-bit to 64-bit Version 8.x to 8.x+n
Version 9.x to 9.x+n
Version 7.x to 7.x+n

. 64-bit to 64-bit » CentOS to CentOS
Version 8.x to 8.x+n
Version 11.xto 11.x+1
Version 11.3 or later to 12.x

. 32-bit to 32-bit « SLES to SLES ] 1
Version 12.x to 12.x+n

. 64-bit to 64-bit * SLED to SLED
Version 12.x to 15.x1
Version 15.x to 15.x+n1

Note:

1. Select Force upgrade to run the action, if the selected OS combination is not recommended by the

manufacturer.

Important:

- Upgrading from RHEL 6.x to RHEL 7.x is not supported.
« Upgrading from RHEL 7.x to RHEL 8.x is not supported.
* Upgrading from RHEL 8.x to RHEL 9.x is not supported.
- Upgrading from CentOS 7.x to CentOS 8.x is not supported.

- For 64-bit architectures, both BIOS and UEFI targets are supported.

To upgrade to SLE15, you must edit the configuration file of the reimage template correctly by selecting all the

required modules and repositories. On a running SLE15 target, a list of modules can be found in/ et ¢/ zypp/

r epos. d. But this does not include packages installed after OS installation.

As a guideline, the configuration file reports a commented list of all available modules. BaseSystem Module is

uncommented, as it is required. You must uncomment the other modules, as required for your system.
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Reimaging in Upgrade mode

In the Deploy Image to Computer dialog, select Upgrade.
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Deploy Image to Computer X

This wizard allows you to create deployment actions that reimage a computer with the
specified settings.

Ensure that the relay to which your target is connected has the Image Provider or Bare Metal
Server component installed.

Image: CENTOS8x645P1_1634575579 lim
7 R (®) Upgrade () Install
~ Options
Encryption Type Enable 9.0 Encryplion -
Upgrade client [

Client Settings

# System keyboard

# keyboard us

# System language

#lang en_US UTF-8

# Metwork information

£ nefwork —bootproto=dhcp --device=eth(

£ Use graphical install

graphical

# Installation logging level

# logging —level=info

# System bootloader configuration

bootloader --location=mbr

# Reboot the machine after the installation iz complete
reboot

#Do not use "roolpw", please use "Root Password" Wizard field

Reimage Computer Cancel
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This mode is intended for upgrading to later service packs for the same major release. However, if you check Force
upgrade the upgrade to a major release is forced, which could lead to an unsuccessful deployment. If you plan to
change major release, you should use the install mode.

There are no required parameters for the Upgrade mode. Optionally, you can select to upgrade the BigFix client, by
checking the corresponding option. You are then prompted to select the client package version. All selections that
you make must be saved to a template. You can save to the Default template, choose to save your selections to a new
template, or populate the dialog with settings from a previously saved template. The default configuration parameters
that are stored in the installer response file and used for the upgrade are displayed. You can modify these parameters
to suit your reimaging needs. Optionally, you can specify additional kernel parameters that the Linux installer uses
during installation, and any client settings for the targets.

Reimaging in Install mode

In the Deploy Image to Computer dialog, select Install .
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Deploy Image to Computer %

This wizard allows you to create deployment actions that reimage a computer with the
specified settings.

Ensure that the relay to which your target is connected has the Image Provider or Bare Metal
Server component installed.

Image: CENTOS8x645P1_1634575579.lim

Mode: () Upgrade @ Install

Template: Default -

~ Options o

Base Environment Custom Operating System -
Encryption Type Enable 5.0 Encrypfion -
Root Password & o
Client version 10.0.3.66 -

Installer Kernel parameters

Client Settings

Allow client traffic =

SELinux Policy default -

Configuration file

install -~
# System keyboard

# keyboard us

# Sysltem language

#lang en_US UTF-&

# Network information

# network —-boolproto=dhcp --device=eth

# Use graphical install

graphical

# logging —level=info s
# System boofloader configuration

Reimage Computer
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Select a previously saved template, create a new template to save the current settings, or save your selections to the
Default template. When you reimage in Install mode, the BigFix client is installed. The default version is the same
version as the BigFix server. You can select a different version by expanding Client Version. You must specify the root
password of the target, or select a previously saved template that contains the correct root password.

The Allow client traffic option is selected by default. If your targets have the operating system firewall enabled, this
option allows inbound udp traffic from the server to be correctly received. If you clear this option, you must allow
inbound traffic by using Fixlets 678 or 682, depending on the type of operating system, as detailed in Changing
Firewall settings (on page 167).

SELinux Policy

This field is available only for RHEL and CentOS. The SELinux Policy option allows to select the selinux
policy to apply. The values are:

- default: Lets the operating system apply its default policy by not specifying any policy.
- disabled: Configures selinux policy as disabled.

- permissive: Configures selinux policy as permissive.

- enforcing: Configures selinux policy as enforcing. If you select this selinux policy, the configured
type will be automatically set as "Targeted".

Note: With the SELinux support, if policy is not specified, it will be the default of the 0S
level being deployed. If you want to continue to have the SELinux policy disabled, edit the
reimage template and set the value as disabled.

The default deployment configuration parameters stored in the installer response file and used for the installation
are displayed. You can modify these parameters to suit your reimaging needs. Optionally, you can specify additional
kernel parameters that the Linux installer uses during installation, and any client settings for the targets.

Using the Linux System Reimage task

You can reimage Linux targets using the Linux System Reimage task. Select the image and the associated
configuration template containing the settings to be used for the reimaging process that you have previously created
and saved in the Image Library. Specify the root password for the target system if you are reimaging in Install

mode. The password that you specify can be either in clear text or encrypted. In either case, the password is always
encrypted during the deployment process.

You can optionally specify boot-time kernel parameters for the installer, and client settings.

For reimaging to run successfully on the selected targets, the Image Provider component must be running on the

relays to which these targets are connected.
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Task: Linux System Reimage
¢ Take Action | »~ Edit | Copy |=»Export | Hide Locally Hide Globallﬂ X Remove

Description Details l Applicable Computers (3) I Action History (0) ._

Complete the following form and click Take Action:

Parameter name Parameter value

*Name of the image: |RHEL?>{545P1_1453391421 i ﬂ

*Select the configuration
template: |IRHEL_Install v|

*Hoot password:

Boot-time hardware
parameters

Cliant Ssttings parameters

During task execution, the Linux installer boot files are saved in / boot / osD_xx (if the target is BIOS) or / boot / ef i / 0SD_XX
(if the target is UEFI), where XX is a randomly generated number.

During the final steps of the task, the original boot loader sequence is modified to start the Linux installer after the
target reboots. The original boot loader configuration file is saved in / t np/ BOOTLQADER r bobkp, Where BOOTLQADER is
either gr ub. conf orel il o. conf, depending on the boot loader on the target.

Password encryption

The root password that you supply for reimaging can be either in clear text or encrypted using any of the encryption

methods supported by the corresponding Linux installers.
You can generate encrypted passwords using a "salt" string value, with a format:
$i d$nysal t $nmypassword

where mysalt is a character string that is preceded by the characters "Sid$" where the value in id identifies the
encryption method used, ending with "$" and followed by the actual password string. The salt string can be up to 16

characters.

The following methods (allowed values for id) are supported:
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Table 7. Generally supported encryption methods and corresponding IDs

ID Method
1 MD5
2a Blowfish algorithm
5 SHA-256
6 SHA-512

Example 1:

Encryption using MD5:

# openssl passwd -1 -salt ny_key

Password: mypassword

$1$ny_key$j VY4ATxf SWbEsJIX3i eQaRO

Example 2:

Encryption using SHA-512:
# python -c "inport crypt; print crypt.crypt("nypassword", "$6$ny_key")'

$6$ny_key$2We 7. 0skHT/ FQ 3yy9Thj Pt Lj j Rq9cmU. Tj nPGHWI4Wj eniTR/

. TdaK68y2E63cxdxVaD58i 64dyQ pnabyj z/

Changing Firewall settings

When a reimage action is run from the BigFix server, to a target with a firewall enabled on the operating system,

the target does not receive the action immediately because inbound udp traffic is blocked. Targets do not receive
notification packets until they gather the new actionsite, which typically occurs once a day. To ensure that the action
is received on the target in a timely manner, you can change the firewall settings to allow inbound udp traffic from the

server by using the following Fixlets in the BES Support site:

« RedHat Firewall is Blocking BES Traffic - BES Client (678)
« SuSE Firewall is Blocking BES Traffic - BES Client (682)

Running Fixlets 678 or 682 has the same effect as the Allow Client Traffic check box in the wizard, and they can also

be included in a Server Automation plan.

Managing templates

When you save a template, all input fields and options selected are stored for future use.
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You can manage templates by selecting an image in the Image Library and clicking Deploy to Computer. When
you have specified all required parameters you save the template by specifying a name or by updating the Default
template.

Save Template As...

Saving a template stores all specified fields and options for future use. Any passwords saved
in this way will be obfuscated, and then saved in the database. If no password is specified, the
user may be prompted to provide a password when a template is deployed.

Name

CENTOSS_Upgrade

Privacy
(@) Shared () Private

Templates that are saved with Shared privacy are visible and usable by all BigFix console operators. Templates that

are saved with Private privacy are only visible to the operator that created them. If you save a template and you use
the default template name, the default template is overwritten. Deleting this template restores the original default
template.



Chapter 9. Installing Windows 10/11 or Windows Server
using in-place upgrade

To upgrade your existing Windows systems to Windows 10/11 or Windows Server you can use the in-place upgrade

fixlets.

For Windows client class, BigFix OS Deployment supports in-place upgrade installations to Windows 10 from
Windows 7 Service Pack 1, Windows 8, Windows 8.1 update, and from Windows 10 to a later build and to Windows 11

from Windows 8, Windows 8.1 update and from Windows 10.

For Windows server class, BigFix OS Deployment supports in-place upgrade installations to Windows Server 2016
from Windows Server 2012 and Windows Server 2012 R2, to Windows Server 2019 from Windows Server 2012 R2 and
Windows Server 2016, to Windows Server 2022 from Windows Server 2016 and Windows Server 2019.

The clients that you upgrade must be at BigFix version 9.2.5 or later. In-place upgrade installs Windows 10/11 or
Windows Server without previously removing the older version of the operating system on the client computer. The
process automatically maintains existing settings, programs, and data. Only setup images are supported for the in-
place upgrade. Before you begin the in-place upgrade, it is best practice to back up your systems.

! Important:

« By using the following Tasks you are accepting the Microsoft end user license agreement for the final
operating system.

- Before you upgrade to Windows 11, check the system requirements at Windows 11 specifications.

- If the execution settings of the action launched by the in-place upgrade fixlets are modified, it could

lead to unexpected results including failures.

Consider the following use cases:

| am importing Windows 10/11 or Windows Server setup images for the first time in my BigFix OS Deployment

environment.

To complete an in-place upgrade to Windows 10/11 or Windows Server, you must import the
corresponding image from installation media. The system that you plan to upgrade must have a valid
Windows license for the process to complete successfully, or you must specify it in the image product

key field in the upgrade task.

Complete the following steps:

1. From the Image Library dashboard, import the Windows 10/11 or Windows Server images for
the editions that you want to deploy.

2. Run the in-place upgrade using one or more of the available tasks for the selected image.
Specify the image product key if required. Specify the Image Index if more than one index in the

image can be applied to the edition to upgrade.


https://www.microsoft.com/en-us/windows/windows-11-specifications
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You do not need to create a new MDT Bundle for Windows in-place upgrades. If you want to complete
bare metal and reimaging deployments of Windows 10/11 or Windows Server, you must create an MDT
Bundle with the required tools. For more information, see Managing MDT Bundles and Deployment
Media for Windows targets (on page 64).

| already have one or more Windows 10 setup images in my BigFix OS Deployment environment.

If you already have Windows 10 setup images in the Image Library, complete the following steps:

1. If you plan to use Windows 10 setup images that you had already imported with OS Deployment
Version 3.8, you must import them again to enable them for the in-place upgrade.
2. Run the in-place upgrade using one or more of the available tasks for the selected image.

Specify the image product key if required.

You can use four different tasks to prepare and complete an in-place upgrade of your targets to Windows 10/11:
Task 202: Windows in-place upgrade

Command Type: Under the Command Options section, select a command type from the following
processing options:

* Upgrade — Runs the upgrade process on the selected targets.

« check only — Downloads the required binaries and starts the upgrade process in preview mode
to detect any potential issues, without actually completing the upgrade. You can then run task
204 to complete the upgrade.

- Prepare only — Downloads the required binaries and prepares for the upgrade, without actually

completing the upgrade. You can then run task 204 to complete the upgrade.

Ignore Warnings: Select "Yes" for the in-place upgrade to ignore any dismissible compatibility

messages.
Image Index: Specify the index of the edition to apply if multiple editions in the image are applicable.

Additional Options: Specify any additional options that are used during the setup phase. Refer to the
operating system manufacturer site for a list of commands you can specify for the setup phase.
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in-place upgrade ]

é"Take Action | & Edit | Copy I%)Export | Hide Locally Hide Globally | xRernc-'-.-'e

Description | Details | Applicable Computers (5) | Action History (7) |

Complete the following form and click Take Action:

v Image Details

Parameter name Parameter value

*Image Name: [Win10x64D22H2_1700575156.wim
*Image Editions: |Education;EducationN;En'

*Image Locale; |en-us

*Image Version: |10.0.19045.2006

Image Motes: I

Image Product Key: I

+ Command Options

Parameter name Parameter value

Command Type: Upgrade

Image Index ("-" for automatic

selection): I'
Ignore Warnings: No

Additional Options: I

Task 203: Windows in-place upgrade - target validation

This task is useful to determine if the in-place upgrade can be completed successfully for the

selected image on the selected targets. The task runs a set of validation steps and downloads the
necessary files for the upgrade. The actual upgrade can be completed using task 202 if the validation is
successful. If the task fails, investigate the reason of failure before running the actual upgrade. You can
optionally specify the following target preparation options:

Increase Client PreCacheStageDiskLimit

The default client PreCacheStageDiskLimit value might be too small to accommodate the
Windows 10/11 or Windows Server image for the upgrade. You can select to increase this
limit to 7 gigabytes.

Increase Client CPU Usage:

You can reduce download and upgrade processing duration by increasing the client CPU
usage.

Task 204: Windows in-place upgrade - run upgrade only
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This task initiates the in-place upgrade process on the selected targets without performing any
validation. You can run this task after running task 202 with the Check Only or Prepare Only processing
options.

Important:

« The system language of the base operating system that is currently installed on the client system
is the one that will be upgraded. If additional language packs were installed on the client, these are
uninstalled during the upgrade.

- In-place upgrade of targets that have BitLocker disk encryption enabled is supported. The BitLocker
will be temporarily disabled during the upgrade process and automatically enabled when the upgrade
is complete.

Task 205: Windows in-place upgrade - multicast

This task offers the same processing options as task 202, but the image is deployed in multicast. To
use this task, you must create a reimage profile for the image you want to deploy, and send it to the Bare
Metal Server that manages the selected target. See Reimaging Windows Systems in multicast (on page
152). You must select a Windows 10/11 or Windows Server setup image that you have imported using
0S Deployment 3.9 or later. The target of your in-place upgrade must be connected to a Bare Metal
Server at Version 7.1.1.20 at the latest available build level.

Important: If the image you selected is larger than 16 gigabytes in size, and you have enabled multicast, the

options "Probe and Fall Back to Unicast and "Force Unicast using permanent cache" are disabled.

Note: When the upgrade is successful, the global status of the action is "Completed" but its step

pause while {pending restart}

will be shown as “Failed”, since the computer is restarted during this action to configure the new OS. But this
does not invalidate the successful status of the upgrade.

Requirements and Limitations

The following requirements and limitations apply:

- If you upgrade to Windows 10, the client source operating system must be of the same architecture of the
final OS (x86 or x64).

« If you upgrade to Windows 11, the client source operating system must be of x64 architecture.

« You cannot deploy an image of a base language different from base language of the client to be upgraded.
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- The operating system edition and language of the image you are upgrading must match the language and
edition of the base operating system. The upgrade process checks the edition that is currently installed on the
client and upgrades it.

« You cannot capture (sysprep) a computer that was upgraded with an in-place installation.

» The upgrade process disables the built-in Administrator account on the client.

« You must disable any firewall or antivirus program on the target, before the deployment.

For troubleshooting information about in-place upgrades, see the BigFix Wiki page.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Managing%C2%A0Windows%C2%A010%C2%A0in-place%C2%A0upgrade%C2%A0failures

Chapter 10. Bare Metal deployments

You can install and manage BigFix for OS Deployment servers and create profiles for bare metal deployments.

Bare Metal deployments are installations of operating systems to targets that either have no operating system

installed, or must be re-installed without preserving any existing data or settings.

A Bare Metal deployment normally requires the use of a PXE server. The targets that PXE boot to these servers

see a menu with profiles available for deployment. For this purpose, BigFix Bare Metal Server must be installed on
relays in your Endpoint Management environment. The installers can be uploaded to the Bare Metal Server Manager
dashboard. You must install the latest version available. After the install process completes, you are ready to create

the profiles used for bare metal deployments.

You can create bare metal profiles from the Image Library dashboard. These profiles are then sent and stored on
the Bare Metal OS Deployment PXE server. After you upload the profiles, they are ready to be deployed to targets.
Any computer that PXE boots and connects to a managed OS Deployment PXE server can select the profile from the

binding menu. That profile is deployed, downloading necessary files through the BigFix infrastructure.

! Important:

- Before deploying Windows 11, check the system requirements at https://www.microsoft.com/en-

us/windows/windows-11-specifications.

- Linux Bare Metal Deployments are not supported on UEFI targets that have the Secure Boot firmware
option enabled. To complete the deployment successfully, you must disable this option on the target
and also check that the Direct Boot option is disabled on the Bare Metal Server.

« Bare Metal deployments on Nutanix virtualization environment are supported only on virtual machines
with UEFI firmware.

- Bare Metal deployments on Hyper-V guests are supported only on virtual machines created as
"Generation 2".

« The PXE boot process of BigFix OSD bare metal server supports BIOS (Legacy) booted computers

that are equipped with a PXE-compliant bootrom version 2.1.

You can also deploy bare metal profiles to Windows targets that do not have a connection to a PXE Server by creating
a network boot CD, DVD, or USB drive. These targets can boot and connect to the server directly through the boot

media. For more information, see Creating Windows Deployment Media (on page 70).

Bare Metal Deployment behavior of VMware ESXi

You can complete bare metal deployments of VMware ESXi Version 5 and later on BIOS targets. Unlike Windows and
Linux targets, when the bare metal deployment completes successfully, VMware targets are automatically powered
off. You must power them on manually. The BigFix Client is not installed during the deployment.


https://www.microsoft.com/en-us/windows/windows-11-specifications
https://www.microsoft.com/en-us/windows/windows-11-specifications
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Windows Bare Metal Deployments on UEFI targets with the Secure Boot firmware option

If you are completing a Windows Bare Metal deployment on UEFI targets with the Secure Boot option, check the

following requirements and limitations:

« If you did not enable the Windows Direct Boot environment, to complete a PXE boot successfully on UEFI
targets, the Secure Boot firmware option must be disabled. For more information about enabling this feature,
see Managing Bare Metal OS Deployment Servers (on page 39)

- For Bare Metal deployments on UEFI targets that have the Secure Boot firmware option enabled, The WinPE
Direct Boot feature requires an MDT Bundle 3.9.06 or later created with WinPE 10.

» When you deploy on a new hardware model, the Direct boot feature adds the model to the driver library
(binding grid) only if the WinPE contains the driver for the network card. If the network card driver is missing,
the new model is not added to the driver library. To add the new computer model to the list you can choose
one of the following options:

o Complete a PXE boot from the UEFI target of the new model, without enabling the Direct Boot feature,
and with the Secure Boot firmware option disabled on the target. You can enable both Secure Boot on
the target and select the Direct boot option after the model has been added to the driver library. You

must have the Bare Metal Extender component installed on the Bare Metal Server to use this option.

Or

> By using a BigFix client running on an installed computer of the same hardware model, connected to a

BigFix environment.

The drivers must be explicitly bound in the deployment engine binding matrix ("Current Manual Binding" column) in
the Driver Bindings.

Creating bare metal profiles

Create Bare Metal profiles from the Image Library dashboard, which you can then upload to the server.

To deploy images to Windows, Linux and VMware Bare Metal targets, you create bare metal profiles from the Image

Library. You then upload the profiles to the Server so that they can be deployed on the selected targets.

Select an image for which to create a bare metal profile and click Create Bare Metal Profile.
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Image Library Last Updated” 09/8/2021 0572813 AM (¥

This dashboard allows you to upload images that have been captured with the capture dashboard, or create images from installation media. You can manage the images here and delete or
pre-cache as needed. You can copy profiles, templates, driver bindings and targeting rules from a reference image to another compatible image. You can deploy the images or create profiles
from the images that can be sent to bare metal servers.

Image Library
_
Import Image Copy Settings from. . Deploy to Computer. .
g G OGS T g I T RIS s GHpre T TGS TG DG T G U AT i rarniings eurns
~
‘Windows 10
x64 ‘Wed, 01 Sep 2021 .
Win10x64D20H2_1630511620.wim B19042 508 Setup 1 04:53:40 PM 475GB 4.75 GB /
(2009)
‘Windows 10
) ) x86 Mon, 26 Oct 2020 7
Win10x86R2009_1603718356.wim B19042 572 Setup 1 011916 BM 347 GB 3.47 GB /
(2009) v
VAfindouae 40
< >

Profiles

Create Bare Metal Profile Create Reimage Profile

I:‘ Name 1L Type 1L 08 1. Servers With Profile 1. Servers Out of Sync 1L Wamings  Actions

>

[l win10_test_mdt_new.wim BareMetal W10 0 0 WY

A wizard with the information retrieved from the image is displayed. Depending on whether the type of image you
select is a Linux or VMware image (. LI M), or a Windows image (. W M), the fields you are required to specify differ.

Creating Bare Metal Profiles for Windows Images

Create Bare Metal profiles from the Image Library dashboard to perform bare metal deployments on Windows
targets.

Select a Windows image and click Create Bare Metal Profile.

A wizard with the information retrieved from the image is displayed. Depending on whether the type of WIM image
you select is captured or created from installation media (I SO), some of the required and optional fields are different.
Values for some fields are already set but you can change them as appropriate.

If you have profiles that were created with earlier versions of OS Deployment, when you edit them, some fields might
be preset to values that cannot be changed to ensure compatibility.

If your network supports multicast communication, and you want to deploy bare metal profiles using multicast, you
can specify multicast parameters in the Multicast tab.

You can specify network configuration parameters for the targets receiving the profile by using the Network tab. The
default network configuration is DHCP. If your targets have multiple interface cards (NICs) use the Change Bare Metal
Target Network Configuration task (354) to configure them.

Note: If you specify a value enclosed by {} (curly brackets) for a field in the wizard or for a parameter value
in the Manual tab, the enclosed value is considered as a relevance that will be evaluated. You must ensure
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Pg that the syntax of the values enclosed by the curly brackets is correct. If you want to use the curly bracket as
part of the field value without a relevance substitution, you must specify it with a double curly bracket at the
beginning, for example:

{{yes}

Common bare metal profile fields (both 1ISO and captured images)

Required fields:
Display Name

The name of the bare metal profile created from the image that you selected. By default,
the name is derived from the image name and the type of profile (in this case Bare Metal).
You can specify a maximum of 70 alphanumeric characters.

Registered Owner

Specify the name of the person registered to use the operating system
Registered Organization

Specify the full name of the organization to which the registered owner belongs.
Image Locale

Choose the image locale for the operating system if different from the preset one.
Image Keyboard Locale

The keyboard locale is automatically set to match the image locale.
Time Zone

Select the time zone of the target operating system
Hostname Rule

Specify the hostname rule that will be used to build the hostname, computer name, and

full computer name of the target. You can specify values in the following forms:

« A prefix.
« A prefix and one or more variables.

» One or more variables.

There is a limit of 8 alphanumeric characters if you specify a prefix only. If you specify
an asterisk (*) as prefix, the target hostname is set to a string formed by the characters
0OsSDOSD- followed by a string assigned by Windows. Variables must be specified in the
form [vari abl e] enclosed by square brackets. You can concatenate variables. Allowed

variables are:

« [IP] - IP Address of the primary interface that has performed a PXE boot
» [MAC] - Hardware Address of the primary interface that has performed PXE boot)
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« [UUID] - System UUID as found in DMI (SMBIOS)

+ [SN] - Serial number as found in DMI (SMBIOS)

« [AT] - Asset TAG as found in DMI (SMBIOS)

« [BBSN] - Base Board Serial Number as found in DMI (SMBIOS)

Every variable keyword supports a range extension, and you can decide to include only
part of the information. The range starts at value zero. The value [IP3] corresponds to the
last byte of the IP address. In IP addresses bytes are separated by dots. For example, if
you specify a hostname rule of pc-[1P3] and the IP address of the target is 192. 168. 0. 232,
the hostname becomes pc- 232. If you specify [ 1 Po- 2], the first three bytes of the IP
address are included. For SN, UUID, AT, and BBSN values, the range corresponds to a
substring. You can also add r at the end of the range to start it from the last character

specified. Dots are always removed from the IP address in the final string.

Note: If the deployment is started from network boot media, the IP address used
in the hostname rule is the one assigned during the network boot.

MDT Bundle

The MDT Bundle to be used for the deployment of the bare metal profile. The MDT Bundle

is preset based on the operating system that you want to deploy.
Deployment Final Action
Select a final action to complete on the target at the end of the deployment.
Restart

The target computer is restarted. This is the default action for all new

profiles.
Shutdown

The target computer is shut down.
Log off

The target computer is logged off.
No action

The current user stays logged in. This is the default action for all profiles that
were created with OS Deployment versions earlier than 3.8.

Note: If you are joining the target computer to a domain, only “Restart “ or “
Shutdown” are allowed. If you are editing a profile created with earlier versions
of OS deployment and you select an MDT Bundle Version 3.8 or later, the default

action is forced to “Restart ”.
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Administrator Password

Specify the password of the Administrator account on the target system. You are asked to
enter the password twice for confirmation. This field is mandatory only for images created

from installation media (ISO). It is optional for captured images.

Required Domain Credentials

Specify the required Domain Credentials. For a description of the possible values, see
Domain Credentials (on page 150).

“n

Optional fields:

Product Key

Specify a valid Windows Product Key.
Assign relays

Select this option to disable automatic relay selection on the target system, and to set the
Bare Metal server to which the target connects as Primary Relay, and the BigFix server as
Secondary Relay. The following client settings for the target are updated at deployment

time:

e __RelaySel ect_Automatic = 0, to disable automatic relay selection
e __Rel ayServer 1, Which is set to the relay with the Bare Metal Server to which the
target connects

* __Rel ayServer 2, which is set to the BigFix server

To use this option, the MDT Bundle must be version 3.7 or later.
Client Settings

Use this field to set named variables that are assigned to the deployed computer. The
values you assign can be used either as labels to identify computers with specific roles or
as filters in Fixlet actions and in Fixlet relevance to exclude an action on a target. You must
specify the variables in a Nave: vALUE format. If you specify multiple variables, each one
must be separated by a vertical bar | . After a deployment, you can display these values

in the BigFix console by selecting the specified computer, and clicking “Edit Computer
Settings”. The settings are listed under “Custom Settings.” Examples of how to use client
settings to configure the target after a deployment are available on the Endpoint Manager
wiki at this link: Using the Client Settings field to configure targets during deployments.

A complete list of available client configuration settings, and a description of how to use
them is available on the BigFix wiki at this link: Configuration Settings.
Prompt end user for properties

You can optionally select this option to prompt the user at the target computer for a
hostname and network parameters. When the deployment starts on the target, a user


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en#!/wiki/BigFix%20Wiki/page/Using%20the%20Client%20Settings%20field%20to%20configure%20targets%20during%20deployments
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Configuration%20Settings
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interface is displayed and the user can configure the hostname and network settings for
one or more network interfaces (NICs) available on the target system. This option is useful
to view and check the network parameters that will be applied to the target at deployment
time, and to change them if needed. For more information about the properties you can

specify, see Specifying target network parameters at deployment time (on page 789).
Deployment Password

Providing a deployment password protects the profile during deployment. Protected
profiles are installed only after you provide the correct password at the target when
prompted

Auto Deploy Timeout

If you specify a value in seconds, a counter is started during the PXE boot on the target
machine, and when the specified time expires, the profile is automatically installed on the

target.
Image Setup Timeout

If you specify a timeout value in seconds, the setup of the WIM image is interrupted
when the specified time expires. This option is available only for BigFix Bare Metal Server

version 7.1.1.14 or later.
Repartition the disks

This check box is selected by default. Clear it to avoid re-partitioning the disks on the
target machine. In this case, only the specified partitions are deployed on the existing

partition layout.
Disable enhanced error detection

Select this option to prevent modifications to the boot sequence during the bare metal
deployment. If you are deploying the profile to UEFI targets with the Secure Boot option
enabled you must select this option. For more information, see Enhanced error detection
(on page 146).

Bitlocker Method

Use this option to specify if you want Bitlocker on the target computer and which method
to use. Bitlocker might not be supported on some editions of the operating system. The

available choices are:
No Bitlocker
No Bitlocker will be enabled on the target computer.
On TPM
Bitlocker will be enabled and the computer will be protected with TPM only.

On TPM and use PIN
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Bitlocker will be enabled and the computer will be protected with TPM and a
pin. The pin must be specified in the field "Bitlocker PIN" which is a numeric

field between 6 and 20 digits long.
On TPM and key

Bitlocker will be enabled and the computer will be protected with TPM and a
startup key. The startup key will be created and saved on a USB Flash Drive.
The startup key must be connected each time the computer starts. You

can specify the drive letter of a removable disk where to save it in the field
"Bitlocker key location". If not specified, the first available removable drive

will be used.

On key

Bitlocker will be enabled and the computer will be protected with TPM and a

startup key.

You can additionally create a recovery password for Bitlocker by selecting the option
"Create Bitlocker recovery password". The file containing the password is saved in the
same location of the Bitlocker key. If you are not using a Bitlocker key, the file is saved on

the first available applicable device.

Note: When you enable Bitlocker, the "Disable enhanced error detection" option is

automatically selected and cannot be unselected.

Note: For Bitlocker on server operating systems (such as Windows Server 2019),
MDT Bundle Version 3.10.21 or later is required.

Set the high performance power plan

This option is available only for Windows 10/11 and, if selected, sets the high performance
power plan on the target computer. This will also prevent the standby during the
deployment on laptops when the lid is closed on AC. MDT Bundle later than Version
3.10.16 is required.

Unique fields for creating a Bare Metal profile for an ISO image:

Required fields:
Edition
The operating system edition you are deploying. Expand the list to select a different

edition.

Client Version
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The displayed version depends on the MDT Bundle that is used. For MDT Bundles earlier
than version 3.7, the best match is displayed. For MDT Bundle versions 3.7 or later, all
client versions are supported. To select a Client version your Bare Metal OS Deployment
server must be at version 7.1.1.18 or later.

Bare Metal Profile properties

Specify bare metal profile parameters 2

Required Fields

Display Name Win10 x64 Bare Metal - 1630512641 .wim

Edition Windows 10 Education -

Registered Owner

Registered Organization

Image Locale English - United States -

Image Keyboard Locale 0409:00000409

Time Zone GMT Standard Time (GMT) -
Hostname Rule i ]
MDT Bundle new mdt vanda (3.10.41) (Default) -

Cancel

Unique fields for creating a Bare Metal Profile for a captured image:
Enable Administrator

You can choose to enable the Administrator account on the target system. If you select
this option, you must also specify the password.

Administrator password
Specify the password of the Administrator on the target system. You are asked to enter

the password twice to confirm.

When you create bare metal profiles, you can specify the partition layout. The Partition Mappings section is the
same as in Mapping partitions (on page 146) but the behavior is different in bare metal deployments. When you add
partitions, the size of the partitions can be specified using percentages. If you did not select to re-partition the disks,
you must adapt the partitions of the source image to match the physical partitions of the target.

Note: You cannot edit boot partitions because the size of these partitions is fixed.
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If you decide to repartition the disks on the target machine, the disks are formatted and the partitions are recreated
on the target machine as you mapped them in the WIM. If you do not repartition the disks on the target machine, the
same rules that are described for the number of partitions for reimaging apply.

If the number of partitions you send to the target is less than the number of partitions that exist on the target, the
results of the validation depend on how you mapped the partitions. For example, a target has Windows 7 with a
bootable partition and a system partition. If you deploy a Windows 7 customized bare metal profile with only the
system partition and you map this partition to the first partition of the target, the deployment fails. If you map the

partition in your profile to the second partition of the target, the deployment is successful.

If you are deploying a bare metal profile on a UEFI target, a dedicated boot partition (ESP) is always created on the
target, regardless of how these partitions were mapped in the WIM (system and boot partitions are mapped on the
same target partition in the partition editor.)

Use the Manual tab to manually specify customization options in the cust onset tings.ini file.

Bare Metal Profile properties

Wizard Manual Multicast Network

Warning: Editing this tab incorrectly can cause failure during the imaging process. x

[Default] ~
BDElnstallSuppress=YES
BackupDir=%0SDCompuierName%
BackupFile=install.wim
ComputerBackupLocation=MONE
DeploymentType=NEWCOMPUTER

DoCapture=NO
DriverPaths001=C:\Deploy\$OEM3\BigFixOSD\Drivers
DriverPaths002=D:\Deploy\$OEMS\BigFixOSD\Drivers
DriverPaths003=E:\Deploy\SOEM$\BigFixOSD\Drivers
DriverPaths004=F \Deploy\$OEM$\BigFixOSD\Drivers
DriverPaths005=G:\Deploy\$OEM$\BigFixOSD\Drivers
DriverPaths006=H:\Deploy\$OEMS\BigFixOSD\Drivers
FullName=

0OSInstal=YES

OrgName=

SkipBDDWelcome=YES

SkipFinalSummary=YES

SkipSummary=YES

SkipWizard=YES

SkipAdminPassword=YES

_SMSTS0rgName=BigFix O5 Deployment

Cancel

The following settings are not present in the Manual tab because they are handled separately by encryption:

Adni nPasswor d, Donai nAdmi n, Joi nDomai n, Domai nAdni nDomai n, Domai nAdni nPasswor d, and Machi neObj ect au. The settings in

the Wizard tab take precedence over the settings that are found in Manual tab for these values.

Note: Making modifications in this tab can have unexpected effects if not appropriately tested and verified.
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Requirements and limitations

For the MDT Bundle requirements needed to deploy Windows 10/11 and Windows Server 2016/2019/2022 bare

metal profiles, see Installing MDT Bundle Creators (on page 65).

If you are deploying to a UEFI target with the Secure Boot firmware option enabled, your MDT Bundle must be Version
3.9.0.6 or later, and must have been imported with the option to overwrite the preinstallation environments (using
"Yes" or "Auto’ options when importing the bundle).

Deploying bare metal profiles in multicast

If you want to deploy a Bare Metal profile using multicast, you must specify the corresponding parameters in the
Multicast tab:
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Bare Metal Profile properties

Wizard Manual Multicast MNetwork

Use Multicast for this Profile

Multicast Mode
(O Probe and Fail

(®) Probe and Fall Back to Unicast
(O Force Multicast

O Force Unicast using permanent cache

Group Setup

(® Closed Group
Mumber of targets in group: 12
Wait for targets up to minutes: 10
Minimum number of targets in group: 2
(O Open Group

Advanced Parameters

Block synchronization wait time in seconds: 120
Block size in MB: 16
Enable block encryption: L]

ancel
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To enable multicast for the profile, select the corresponding option. Default values for multicast deployment are

provided. You can accept or change them, depending on the characteristics of your network:
Multicast Mode
Defines how the multicast distribution is managed on the targets at deployment time for the profile:
Probe and Fail
If the probe on the target fails, the deployment task also fails.
Probe and Fall Back to Unicast

If the probe on the target is successful, deployment occurs in multicast. If the probe fails,
deployment of the profile occurs in unicast, using the Bare Metal Server cache, instead of
the relay cache.

Force Multicast
Deployment on the target is forced to multicast regardless of probe results.
Force Unicast using permanent cache

Deployment on the target is completed in unicast using the Bare Metal Server cache.
This option is useful when you want to ensure that all necessary files are available at

deployment time.
Group Setup

Select the type of multicast group that is used for the deployment. You can accept or change the
associated parameters.

Closed Group

Targets join the group as they are ready. When the following criteria are satisfied, the
group is closed and distribution begins. This is the default.

Number of targets in group

Specify the maximum number of targets allowed in the group. The default

value is 12.
Wait for targets up to minutes

Specify the maximum number of minutes to wait for targets before starting

the multicast deployment. The default value is 10 minutes.
Minimum number of targets in group

Specify the minimum number of targets that must join for a multicast
deployment. If the specified value is not reached, deployment is completed
in unicast. The default value is 2.

Open Group

Targets can join the group as they are ready, at any time during deployment. You can

change the associated parameter.
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Average number of targets in group

Specify the average number of targets expected in the group. This value is
used to optimize block synchronization. The closer the number of actual
targets is to this value, the more efficient the multicast deployment. The

default value is 16.
Advanced Parameters
Multicast advanced customization and tuning options that apply to both multicast group types.
Block synchronization wait time in seconds

Specify how many seconds the server must wait before sending the next block. This
value is preset to 120 seconds. If you specify a value less than 5 seconds, the block
synchronization wait time is forced to 5.

Block size in MB

The image is divided into blocks that are sent to the targets. This parameter sets the
maximum size of the data blocks (in megabytes) sent in each transmission packet. The

default value is 16 Megabytes.
Enable block encryption
Specify if the blocks must be encrypted during transmission.
Before deploying bare metal profiles in multicast, you can check if multicast is enabled in the subnet that is used for

Bare Metal deployments by running the Probe Clients for Multicast Deployment task (80) against a target in the same
network. The BigFix client must be running on the target.

! Important: If the image you selected is larger than 16 gigabytes in size, and you have enabled multicast, the

options "Probe and Fall Back to Unicast and "Force Unicast using permanent cache" are disabled.

Specifying target network parameters

You can define bare metal target network configuration settings with Task 354, by specifying them in the bare metal
profile in the Network tab, or using a combination of both.

The actual network configuration settings used by the targets receiving the profile is determined by the type of
configuration (Static or Dynamic), by the selected configuration policy, and by the Change Bare Bare Metal Target
Network Configuration Settings task (354), if you have run it on targets before deploying this profile.
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Bare Metal Profile properties

Wizard Manual Multicast MNetwork

Specify the target network configuration

IP Settings
(® Dynamic IP - Use DHCP Server

O Static IP - Import from DHCP Server

Network Configuration Settings

Preferred DNS server

Alternate DNS server

DNS Domain

Bare Metal Target Network Configuration Policy 0
@ Use Task 354 parameters if specified

(O Use Bare Metal Profile Network parameters

(O Force use of Task 354 parameters

Cancel

You can specify the following information:
IP Settings
Specify the type of configuration for the targets:
Dynamic IP - Use DHCP Server
Ths is the default selection. A dynamic IP address is assigned by the DHCP Server
Static IP - Import from DHCP Server
IP address, gateway, and network mask are imported from the DHCP Server

Network Configuration Settings

Optional. These parameters are used only if you select a static IP configuration. If your policy is to use

the bare metal target configuration parameters previously defined with task 354, the parameters that
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were not already set with the task and specified in this section are considered. If there are parameters
in common, the ones specified in the task take precedence. The parameters specified in this section are
also used if you select a static IP configuration and you select to ignore any parameter defined with task
354. The configuration settings in this section are disabled if you are configuring a dynamic IP and you
have selected to ignore any previously defined target network configuration using task 354).
Preferred DNS Server
Specify the IP address of the Preferred DNS server in your network
Alternate DNS Server
Specify the IP address of the Alternate DNS server in your network

DNS Domain

Specify The Domain Name Server name

Bare Metal Target Network Configuration Policy

Choose the configuration policy that must be applied to the selected targets for this profile.

Use Task 354 parameters if specified

If you have run the Change Bare Metal Target Network Configuration Settings task 354 to
configure network parameters on targets of this profile, and you have selected this option,
the parameters you specified in the task will have precedence over the same parameters
specified in the profile. A field by field check is performed, and the profile parameters that
were not specified in the task are also used.

Use Bare Metal Profile Network Parameters
Select this option if you want to ignore any previously defined target network parameters
with task 354. Only the parameters specified in the profile are used.

Force use of Task 354 parameters
Select this option if you want to use only network parameters defined with Task 354. If you
have not previously run task 354 on the targets of this profile, the deployment fails.

To set or change bare metal target network configuration settings using the corresponding task (ID 354), see
Changing Bare Metal Target Network Configuration Settings (on page 225).

Specifying target network parameters at deployment time

If you have selected the Prompt end user for properties option in the bare metal profile properties wizard, a user
interface is displayed on the target system at deployment time. From this interface you can view and change the
network interface settings, the hostname, and the partition mapping information that will be applied to the target. You
can accept the displayed settings or change them as needed:

Network interface card (NIC)
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All settings defined with task 354 or specified in the Network tab of the bare metal profile properties
wizard are displayed. If the target has more than one network interface card (NIC), a separate
configuration window is displayed for each one. Each interface is identified by the corresponding MAC
address.

Hostname

Displays the hostname previously set with task 350 if used, or the final hostname value resulting from

the application of the hostname rule you specified in the bare metal profile.

Note: If you set the hostname for a target at deployment time, this value is maintained for any
subsequent bare metal deployments, independently of the hostname rule specified in the bare
metal profile. To change the hostname, you can either use task 350 or deploy a new profile

selecting the "Prompt end user for properties" option.

Partition mapping

Displays the partition mapping information that was specified using task 350. You can resize the
partitions or accept the current mapping. If this information is not available, the related page is not
displayed at the target.

Creating Bare Metal Profiles for Linux Images

Create Bare Metal profiles from the Image Library dashboard to perform bare metal deployments on Linux targets.
Select a Linux image (. LI M) and click Create Bare Metal Profile.

A wizard with the information retrieved from the selected Linux image is displayed. Some field values are already set
but you can change them as appropriate. The fields apply depending on whether the selected image is captured or

created from installation media.

! Important:

« If the relay component on your Bare Metal Server computer works only in https, you must select its
Bare Metal Profile OS resource of the corresponding 64-bit version to deploy a 32-bit capture image.
For Ubuntu 64-bit OS, the minimum OS resource level to work in https is 1804.

- Bare metal deployments of Linux Ubuntu Desktop are supported only for captured images. Setup
images are not supported.

- The boot mode of the captured image must match the boot mode of the computer where the image is
deployed. For example, if you select an image that was captured on a machine booted in UEFI mode, it
must be deployed to a target that booted in UEFI mode.

« If you deploy a RHEL 8.0 (CentOS 8.0) capture image with LVM partitions, RHEL 8 (CentOS 8) version 1
resource is required instead of RHEL 8 (CentOS 8) version 0.

« If you deploy a SLES/SLED 12 capture image, patch level 3 resource is recommended for the operating
systems SLES/SLED 12 patch level 3 or lower.
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« If you deploy an Ubuntu capture image, a gateway (even fictitious) must be provided to the network. If

not, a message will be prompted and you must manually confirm to continue.
« During the Ubuntu 22.04 Capture Image deployment, an "unable to locate any package file" message
may appear after downloading the OS resource. This message will disappear shortly afterwards and

the deployment task will continue without displaying any other error messages.

You can deploy your bare metal profiles in multicast, if your network supports it, by specifying the required
parameters in the Multicast tab.

The default network configuration for targets is DHCP. You can specify different network configuration parameters for
the targets receiving the profile by using the Network tab. If your targets have multiple network interface cards, use
the Change Bare Metal Target Network Configuration task (354) to configure them.

Note: If you specify a value enclosed by {} (curly brackets) for a field in the wizard or for a parameter value
in the Manual tab, the enclosed value is considered as a relevance that will be evaluated. You must ensure
that the syntax of the values enclosed by the curly brackets is correct. If you want to use the curly bracket as
part of the field value without a relevance substitution, you must specify it with a double curly bracket at the

beginning, for example:

{{yes}

Common bare metal profile fields (both setup and captured images)

Required fields:
Display name

The name of the bare metal profile created from the image that you selected. by default it

is the same name as the image.
Image Locale

Choose the image locale for the operating system if different form the preset one.

Note: All locales are listed. Before choosing a locale, ensure that the locale is

available in the image you are creating the bare metal profile for.

Time Zone
Select the time zone of the target operating system
Hostname Rule

Specify the hostname rule that will be used to build the hostname, computer name, and
full computer name of the target. You can specify values in the following forms:
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« A prefix.
« A prefix and one or more variables.
» One or more variables.

There is a limit of 8 alphanumeric characters if you specify a prefix only. If you specify
an asterisk (*) as prefix, the target hostname is set to a string formed by the characters
OsDOsD- followed by a string assigned by the operating system. Variables must be
specified in the form [vari abl e] enclosed by square brackets. You can concatenate

variables. Allowed variables are:

« [IP] - IP Address of the primary interface that has completed a PXE boot

» [MAC] - Hardware Address of the primary interface that has completed the PXE
boot)

« [UUID] - System UUID as found in DMI (SMBIOS)

+ [SN] - Serial number as found in DMI (SMBIOS)

« [AT] - Asset TAG as found in DMI (SMBIOS)

« [BBSN] - Base Board Serial Number as found in DMI (SMBIOS)

Every variable keyword supports a range extension, and you can decide to include only
part of the information. The range starts at value zero. The value [IP3] corresponds to the
last byte of the IP address. In IP addresses bytes are separated by dots. For example, if
you specify a hostname rule of pc-[1P3] and the IP address of the target is 192. 168. 0. 232,
the hostname becomes pc- 232. If you specify [ 1 Po- 2], the first three bytes of the IP
address are included. For SN, UUID, AT, and BBSN values, the range corresponds to a
substring. You can also add r at the end of the range to start it from the last character

specified. Dots are always removed from the IP address in the final string.

Note: If the deployment is started from network boot media, the IP address used
in the hostname rule is the one assigned during the network boot.

Root Password

Specify the root password for the target system. You are asked to specify it twice.

The following figure displays a bare metal profile for an image created from installation media (Setup).
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Bare Metal Profile properties

Wizard Manual Multicast MNetwork

Specify bare metal profile parameters

Required Fields

Display Name CENTOSS x64 Bare Metal - 1634576556.1im

Base Environment Custom Qperating System -

Image Locale English - United States -

Image Keyboard Locale English (US) -

Time Zone GMT Standard Time (GMT) -

Hostname Rule i )

W

Root Password &

Cancel

Optional fields
Prompt end user for properties

Select this option to prompt the user at the target computer for a hostname and network parameters.
When the deployment starts on the target, a user interface is displayed and the user can configure
the hostname and network settings for one or more network interfaces (NICs) available on the target
system. For more information about the properties displayed at the target, see Specifying target
network parameters at deployment time, and Changing Bare Metal Target Network Configuration
Settings (on page 225).

Installer Kernel parameters

Specify one or more optional kernel parameters for the Linux installer, and the corresponding values if

required.
Kernel parameters

Specify one or more optional kernel parameters for the installed Linux operating system.

Kernel parameters have the following syntax:
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#<nodel >#<par anet er >#

Where the model refers to the computer model of the target to which the parameter is applied, and
the parameter can be a single keyword or in the form key=val ue. Each model/parameter pair must

be separated by a blank character. You can use the asterisk as a wildcard character. For example,
#vim #<par anet er ># applies the specified parameter to all models with names beginning with “vm”. The
model field is not case-sensitive.

You can also replace existing values for parameters. For example, if you want to set a lower screen
resolution on all VMware virtual machines while defining a higher screen resolution for all other

available models, write the following:

#vnt#vi deo=800x600- 24#vi deo=1024x800- 32#

Assign Relays

Select this option to disable automatic relay selection on the target system, and to set the Bare Metal
server to which the target connects as Primary Relay, and the BigFix server as Secondary Relay. The
following client settings for the target are updated at deployment time:

* __RelaySel ect _Automatic = 0, to disable automatic relay selection
» __RelayServer 1, Which is set to the relay with the Bare Metal Server to which the target connects
* __Rel ayServer 2, Which is set to the BigFix server

Client Settings

Use this field to set named variables that are assigned to the deployed computer. The values you assign
can be used either as labels to identify computers with specific roles or as filters in Fixlet actions and in
Fixlet relevance to exclude an action on a target. You must specify the variables in a NaVE: VALUE format.
If you specify multiple variables, each one must be separated by a vertical bar | . After a deployment,
you can display these values in the BigFix console by selecting the specified computer, and clicking
“Edit Computer Settings”. The settings are listed under “Custom Settings.” Examples of how to use client
settings to configure the target after a deployment are available on the Endpoint Manager wiki at this

link: Using the Client Settings field to configure targets during deployments.
For a complete list of available client configuration settings, and a description of how to use them, see
BigFix Configuration Settings.

Deployment password

Providing a deployment password protects the profile during deployment. Protected profiles are

installed only after you provide the correct password at the target when prompted.
Auto Deploy Timeout (sec)

If you specify a value in seconds, a counter is started during the PXE boot on the target machine. When
the specified time expires, the profile is automatically installed on the target.

SELinux Policy


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en#!/wiki/BigFix%20Wiki/page/Using%20the%20Client%20Settings%20field%20to%20configure%20targets%20during%20deployments
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This field is available only for RHEL and CentOS. Here you can select a selinux policy to apply. The

values are:

- default: For setup image. Lets the operating system apply its default policy by not specifying any
policy.

- no change: For captured image. Preserves the policy configured in the captured image.

- disabled: Configures selinux policy as disabled.

- permissive: Configures selinux policy as permissive.

- enforcing: Configures selinux policy as enforcing. If you select this selinux policy, the configured
type will be automatically set as "Targeted".

Note: With the SELinux support, if policy is not specified, it will be the default of the 0S
level being deployed. If you want to continue to have the SELinux policy disabled, edit the
profile and set the value disabled.

Unique fields for images created from installation media (setup)

Required fields
Base Environment

Pre-defined sets of packages with a specific purpose. If you want to manually manage
the packages, select "No Environment" from the list. This field is available only for RHEL 7,
RHEL 8, RHEL 9, CentOS 7, and CentOS 8.

Client Version
Specify the version of the BigFix client to be installed on the target. The default selection is
the same version as the BigFix server.
Optional fields
Allow client traffic

This option is selected by default. It is needed if the selected target has the operating system firewall
enabled, to allow inbound udp traffic from the Server. You can also allow inbound traffic on the target by
running Fixlets 678 or 682. For more information, see Changing Firewall settings (on page 167).

Unique fields for captured images

Required fields
Linux OS Resource
The OS Resource to be used for the deployment of the selected image. This field displays
the OS resource that best matches the selected image.
Optional fields

Reset Captured Client Settings
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Selecting this option will delete any existing previously defined client settings in the

selected captured image.

! Important: When you deploy captured images, on the target, the Logical Volume configuration (LVM) is
deleted only on the disks of the captured image. If you want to delete the Logical Volume configuration on all
disks of the target receiving the Bare Metal Profile, you must specify r bof or cel vntl eanup in the Installer Kernel
parameter field of the Optional fields section.

Using the Partition Editor

Depending on the type of image, different partitioning actions are available. To work with partitions, expand the
Partition Editor section of the wizard tab. If you selected a captured image, the partition editor displays the partition
layout of the captured reference machine. You cannot add new partitions to captured images, but you can edit

primary partitions and logical volumes to change their sizes. You can complete the following action:

* Resize selected primary partitions and logical volumes. Highlight the partition and click the edit icon to
change the size.

Change Partition

Disk Name fdevisda -

Size on Disk 25 GB >
Force as Primary? I:'

File System exid -

Mountpoint jopt

You can specify the size in kilobytes, megabytes, gigabytes, terabytes and percentages. If more than one

partition is defined, specifying a value of one hundred percent (100%) for a partition, means that it will occupy
all remaining space after the specified sizes have been allocated to the other partitions. You cannot delete
captured partitions.

If you are deploying images imported from installation media ( set up) you do not have to edit partitions. In this
case, the default partitioning is applied. If you want to edit partitions, you can specify a partition layout by expanding
the Partition Editor section of the wizard tab. Consider the following partitioning use cases, depending on the

characteristics of your target systems:
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| want to define multiple partitions on a single physical disk:

1. Define the partitions on the disk by clicking the corresponding option:

Partition Editor

Add Partition Define Disks Delete (D)

D Disk Number  Size on Disk  File System  Mountpoint / Volume Group Name  Force a|

*
Add Partition
Disk Name Idevisda -
Size on Disk % -
Force as Primary? [
File System extd -
Mountpoint

You can add partitions or logical volumes. Specify the required information.
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2. If you want to add a logical volume, select Lvmfrom the File system list, and specify a Volume
Group name. When you click OK the Logical volume Editor becomes available at the bottom of
the section. Click Add Logical volume and specify the characteristics of the logical volume.

Add Logical Volume

Name Ivopt

Size on Volume Group 1.5 GB -
File System extd -

Mountpoint jopt

Volume Group Name Ivopt -

| want to define multiple partitions on different physical disks

1. Define the physical disks on the machine that receives the profile. Click Define Disks The default
disk name is / dev/ sda. To define more physical disks, specify each disk element separated by a
semicolon. For example: / dev/ sda; / dev/ sdb. Click OK to save your changes.

2. Click Add Partition and select a disk that you defined in the previous step to partition it.

*

Add Partition
Disk Name idevisda =

fdev/sda
Size on Disk % -

fdev/sdb
Force as Primary? [
File System exts4 -
Mountpaoint

Cancel

Specify the size of the partition, mount point and file system type. You can set the disk as
primary. Specify the partition mount point. To add a logical volume, select LVM from the File
System List, and specify a Logical Volume Group name. When you click OK the Logical volume



0S Deployment V3.11.3 User Guide | 10 - Bare Metal deployments | 199

Editor becomes available at the bottom of the section. Click Add Logical volume and specify the
characteristics of the logical volume.
3. Repeat step 2 for each physical disk that you defined.

You can delete partitions of Linux images imported from installation media (setup) by selecting the partition you want
to delete and click the corresponding option.

Partition Editor

Add Partition Define Disks | Delete (1) |

|:| Disk Mumber Size on Disk  File System Mountpoint f Volume Group Mame

/devisda 30% extd Jopt
|:| fdevisdb 1.50 GB extd {vopt
<

You cannot delete the captured partitions.

! Important:

- You can define up to three primary partitions, by selecting the appropriate option. If you want to deploy
the profile in multicast to BIOS targets, you can define a maximum of two primary partitions.

« If you are deploying a Linux Setup image in multicast on a target that has existing Windows partitions
not on the primary disk, these partitions will not be formatted. This must be considered when defining
multiple disks using the partition editor in the profile.

« When you define multiple partitions for a disk, make sure you specify the size of at least one of the
partitions using percentage (%) not with a fixed value, so as to optimize disk allocation and avoid disk
space errors. This best practice applies to Logical Volumes too. When you define a fixed size for a
Volume Group, for example 10 gigabytes, the actual size available to create Logical Volumes is slightly
less (usually in the order of a few megabytes). To avoid space allocation problems, when you define
Volume Groups you should specify the size of at least one Logical Volume in percentage (%).

- When you edit a profile containing a partition layout, if you change the disk mapping, the current layout
is erased. A warning message is issued asking you to confirm or to cancel the operation.

« In RHEL deployment, if you define one or more partitions (not in LVM) in percentage (%), the partitions
(in percentage (%)) will cover the entire disk not assigned to the fixed size proportionally to their
percentage (%) value, even if the sum does not reach the 100%, so no free space will be left for the
missing percentage to reach 100%.
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Manual tab settings

Using the Manual tab, you can customize the installation of Linux images imported from installation media (Setup)
with specific settings that are not available in the wizard. Uncomment the settings you want to customize and include
in your deployment. For more information about the customization of the configuration files, see Linux configuration
options (on page 159) or refer to the specific Linux vendor documentation.

Bare Metal Profile properties 8
Wizard Manual Multicast Network
Warning: Editing this tab incorrectly can cause failure during the imaging process. X
[Defauli] ~

BDEInstallSuppress=YES
BackupDir=%0SDComputerName%
BackupFile=install.wim
ComputerBackupLocation=MONE
DeploymentType=NEWCOMPUTER

DoCapture=NO
DriverPaths001=C:\Deploy\SOEMS$\BigF ixOSD\Drivers
DriverPaths002=D:\Deploy\SOEM3\BigF ixOSD\Drivers
DriverPaths003=E:\Deploy\§OEMS\BigFixOSD\Drivers
DriverPaths004=F\Deploy\$OEM$\BigFixOSD\Drivers
DriverPaths005=G:\Deploy\$OEM3\BigFixOSD\Drivers
DriverPaths006=H:\Deploy\$OEMS\BigFixOSD\Drivers
FullName=

OSInstall=YES

OrgName=

SkipEDDWelcome=YES

SkipFinalSummary=YES

SkipSummary=YES

SkipWizard=YES

SkipAdminPassword=YES

_SMSTSOrgName=BigFix OS Deployment

cancel

Deploying bare metal profiles in multicast

To deploy bare metal profiles using multicast, specify the parameters in the Multicast tab. Multicast deployments

are supported for Linux captured images on both BIOS and UEFI targets. Multicast deployments of Linux images
imported from installation media (Setup) are limited to Linux RedHat version 6, 7 and 8 and CentOS Linux 7, 8 images
on BIOS targets only. If you are deploying a RedHat/CentOS image on a BIOS target, the number of primary partitions
you can define for the target is limited to two.
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Bare Metal Profile properties

Wizard Manual Multicast MNetwork

Use Multicast for this Profile

Multicast Mode
(O Probe and Fail

(®) Probe and Fall Back to Unicast
(O Force Multicast

O Force Unicast using permanent cache

Group Setup

(® Closed Group
Mumber of targets in group: 12
Wait for targets up to minutes: 10
Minimum number of targets in group: 2
(O Open Group

Advanced Parameters

Block synchronization wait time in seconds: 120
Block size in MB: 16
Enable block encryption: L]

ancel
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! Important:

- Multicast deployments of Linux setup images are limited to BIOS only.

« When deploying Linux setup images in multicast, if you define multiple partitions for the first
disk (/dev/sda), you must leave some free space that is needed locally to store the image file, or
alternatively, specify the size of at least one of the partitions using a percentage value (%). The
amount of the minimum required free space is the size of the Image File Size (as reported in the
Image Library Dashboard) +1 GB.

« CentOS Linux 7 Minimal ISO does not support multicast.

To enable multicast for the profile, select the corresponding option. Default values for multicast deployment are

provided. You can accept or change them, depending on the characteristics of your network:
Multicast Mode
Defines how the multicast distribution is managed on the targets at deployment time for the profile:
Probe and Fail
If the probe on the target fails, the deployment task also fails.
Probe and Fall Back to Unicast

If the probe on the target is successful, deployment occurs in multicast. If the probe fails,
deployment of the profile occurs in unicast, using the Bare Metal Server cache, instead of

the relay cache.
Force Multicast

Deployment on the target is forced to multicast regardless of probe results.
Force Unicast using permanent cache

Deployment on the target is completed in unicast using the Bare Metal Server cache.
This option is useful when you want to ensure that all necessary files are available at

deployment time.
Group Setup

Select the type of multicast group that is used for the deployment. You can accept or change the
associated parameters.

Closed Group

Targets join the group as they are ready. When the following criteria are satisfied, the

group is closed and distribution begins. This is the default.
Number of targets in group

Specify the maximum number of targets allowed in the group. The default

value is 12.
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Wait for targets up to minutes

Specify the maximum number of minutes to wait for targets before starting
the multicast deployment. The default value is 10 minutes.

Minimum number of targets in group

Specify the minimum number of targets that must join for a multicast
deployment. If the specified value is not reached, deployment is completed

in unicast. The default value is 2.
Open Group

Targets can join the group as they are ready, at any time during deployment. You can

change the associated parameter.
Average number of targets in group

Specify the average number of targets expected in the group. This value is
used to optimize block synchronization. The closer the number of actual
targets is to this value, the more efficient the multicast deployment. The

default value is 16.
Advanced Parameters
Multicast advanced customization and tuning options that apply to both multicast group types.
Block synchronization wait time in seconds

Specify how many seconds the server must wait before sending the next block. This
value is preset to 120 seconds. If you specify a value less than 5 seconds, the block

synchronization wait time is forced to 5.
Block size in MB

The image is divided into blocks that are sent to the targets. This parameter sets the
maximum size of the data blocks (in megabytes) sent in each transmission packet. The

default value is 16 Megabytes.
Enable block encryption
Specify if the blocks must be encrypted during transmission.
Before deploying bare metal profiles in multicast, you can check if multicast is enabled in the subnet that is used for

Bare Metal deployments by running the Probe Clients for Multicast Deployment task (80) against a target in the same

network. The BigFix client must be running on the target.

Specifying target network parameters

You can define bare metal target network configuration settings with Task 354, by specifying them in the bare metal

profile in the Network tab, or using a combination of both.
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The actual network configuration settings used by the targets receiving the profile is determined by the type of
configuration (Static or Dynamic), by the selected configuration policy, and by the Configure Bare Metal Target
Network parameters task (354), if you have run it on targets before deploying this profile.

Bare Metal Profile properties

Wizard Manual Multicast Metwork

Specify the target network configuration

IP Settings
(® Dynamic IP - Use DHCP Server

O Static IP - Import from DHCP Server

Network Configuration Settings

Preferred DNS server

Alternate DNS server

DNS Domain

Bare Metal Target Network Configuration Policy 0
@ Use Task 354 parameters if specified
(O Use Bare Metal Profile Network parameters

(O Force use of Task 354 parameters

Cancel

You can specify the following information:
IP Settings
Specify the type of configuration for the targets:
Dynamic IP - Use DHCP Server
Ths is the default selection. A dynamic IP address is assigned by the DHCP Server
Static IP - Import from DHCP Server

IP address, gateway, and network mask are imported from the DHCP Server
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Network Configuration Settings
Optional. These parameters are used only if you select a static IP configuration. If your policy is to use
the bare metal target configuration parameters previously defined with task 354, the parameters that
were not already set with the task and specified in this section are considered. If there are parameters
in common, the ones specified in the task take precedence. The parameters specified in this section are
also used if you select a static IP configuration and you select to ignore any parameter defined with task
354. The configuration settings in this section are disabled if you are configuring a dynamic IP and you
have selected to ignore any previously defined target network configuration using task 354).
Preferred DNS Server
Specify the IP address of the Preferred DNS server in your network
Alternate DNS Server
Specify the IP address of the Alternate DNS server in your network
DNS Domain
Specify The Domain Name Server name
Domain Search order

Specify the domain search order. Each domain name must be separated by blanks.

Bare Metal Target Network Configuration Policy
Choose the configuration policy that must be applied to the selected targets for this profile.
Use Task 354 parameters if specified
If you have run the Change Bare Metal Target Network Configuration Settings task 354 to
configure network parameters on targets of this profile, and you have selected this option,
the parameters you specified in the task will have precedence over the same parameters

specified in the profile. A field by field check is performed, and the profile parameters that
were not specified in the task are also used.

Use Bare Metal Profile Network Parameters
Select this option if you want to ignore any previously defined target network parameters
with task 354. Only the parameters specified in the profile are used.

Force use of Task 354 parameters
Select this option if you want to use only network parameters defined with Task 354. If you
have not previously run task 354 on the targets of this profile, the deployment fails.

To set or change bare metal target network configuration settings using the corresponding task (ID 354), see
Changing Bare Metal Target Network Configuration Settings (on page 225).



0S Deployment V3.11.3 User Guide | 10 - Bare Metal deployments | 206

Specifying target network parameters at deployment time

If you have selected the Prompt end user for properties option in the bare metal profile properties wizard, a user
interface is displayed on the target system at deployment time. From this interface you can view and change the
network interface settings, the hostname, and the partition mapping information that will be applied to the target. You
can accept the displayed settings or change them as needed:

Network interface card (NIC)

All settings defined with task 354 or specified in the Network tab of the bare metal profile properties
wizard are displayed. If the target has more than one network interface card (NIC), a separate
configuration window is displayed for each one. Each interface is identified by the corresponding MAC

address.
Hostname

Displays the hostname previously set with task 350 if used, or the final hostname value resulting from
the application of the hostname rule you specified in the bare metal profile.

Note: If you set the hostname for a target at deployment time, this value is maintained for any
subsequent bare metal deployments, independently of the hostname rule specified in the bare
metal profile. To change the hostname, you can either use task 350 or deploy a new profile

selecting the "Prompt end user for properties" option.

Partition mapping

Displays the partition mapping information that was specified using task 350. You can resize the
partitions or accept the current mapping. If this information is not available, the related page is not
displayed at the target.

Use grub2 bootloader for Linux deployment on UEFI targets

For UEFI deployment of Linux images (both setup and capture), if the OS resource that is associated to the bare metal
profile (the resource selected in the bare metal profile wizard for the captured images, the resource specific for the
0S version and update level for setup images) does not include the grub2 bootloader, the default bootloader elilo.efi
is used to launch the specific Linux installer. If it does not work on your hardware, you can replace it with grub2 using
the following procedure.

Pre-requisites: You need the shi m ef i file or the BOOTX64. ef i file (depending on the version of OS you are
extracting it from) from the shim package and the gr ubx64. ef i file from the grub2-efi package in the 1ISO image file.

The packages are shi m x64- <ver si on>. r pmand gr ub2- ef i - x64- <ver si on>. r pm where the
<version> depends on the version of the OS on the dvd that you are extracting it from. For example, shi m
x64-15-2. el 7. x86_64. r pmand gr ub2- ef i - x64- 2. 02-0. 80. el 7. x86_64. rpm

Note:
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- It is not mandatory to extract the files from the same version of the OS that you are going to deploy.
» The DHCP server must provide the option "next-server" with the value of the bare metal server IP
address. On some DHCP servers, this options is provided together with the option 66.

1. Extract the files shi m ef i and gr ubx64. ef i from packages.
a. To extract them on a Linux computer, run the following commands:
i. rpm2cpi o shi m x64-<version>.rpm| cpio -dinv
ii. rpn2cpi o grub2-efi-x64-<version> rpm| cpio -dinv
b. To extract them on a Windows computer, you can use an utility like 7zip.
2. Copy the EFI boot images (the files shi m ef i and gr ubx64. ef i ) on your bare metal server computer to the
folder <bare metal server data>\tftp, where the default for <bare metal server data> is C: \ BFOSD Fi | es.

3. Start a new Linux deployment on UEFI target.
Creating Bare Metal Profiles for VMware ESXi Images
You can create and deploy VMware ESXi Bare Metal profiles on targets.
Select a VMware image (. LI M) and click Create Bare Metal Profile.

A wizard with the information retrieved from the selected image displayed.
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Bare Metal Profile properties

Wizard Manual

Specify bare metal profile parameters
Machine will be powered off when deployment completes.

Required Fields

Display Name ESXI6.7 x86-64 Bare Metal - 1632846988 lim

Image Keyboard Locale Default

Hostname Rule

Root Password

Optional Fields

Deployment Password

Auto Deploy Timeout (sec)

Required fields:

Display name

Cancel

The name of the bare metal profile created from the image that you selected. By default it is the same

name as the image.
Image Keyboard Locale
Choose the image keyboard locale for the operating system.

Hostname Rule

Specify the hostname rule that will be used to build the hostname, computer name, and full computer

name of the target. You can specify values in the following forms:

* A prefix.
- A prefix and one or more variables.

» One or more variables.
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There is a limit of 8 alphanumeric characters if you specify a prefix only. If you specify an asterisk (*)
as prefix, the target hostname is set to a string formed by the characters OSDOSD- followed by a string
assigned by the operating system. Variables must be specified in the form [vari abl e] enclosed by
square brackets. You can concatenate variables. Allowed variables are:

» [IP] - IP Address of the primary interface that has performed a PXE boot

+ [MAC] - Hardware Address of the primary interface that has performed PXE boot)
« [UUID] - System UUID as found in DMI (SMBIOS)

+ [SN] - Serial number as found in DMI (SMBIOS)

» [AT] - Asset TAG as found in DMI (SMBIOS)

« [BBSN] - Base Board Serial Number as found in DMI (SMBIOS)

Every variable keyword supports a range extension, and you can decide to include only part of the
information. The range starts at value zero. The value [IP3] corresponds to the last byte of the IP
address. In IP addresses bytes are separated by dots. For example, if you specify a hostname rule of
pc-[1P3] and the IP address of the target is 192. 168. 0. 232, the hostname becomes pc- 232. If you specify
[1Po-2], the first three bytes of the IP address are included. For SN, UUID, AT, and BBSN values, the range
corresponds to a substring. You can also add R at the end of the range to start it from the last character

specified. Dots are always removed from the IP address in the final string.
Root Password

Specify the root password for the target system. You are asked to specify it twice for confirmation.

Optional fields:
Deployment password

Providing a deployment password protects the profile during deployment. Protected profiles are

installed only after you provide the correct password at the target when prompted.
Auto Deploy Timeout (sec)
If you specify a value in seconds, a counter is started during the PXE boot on the target machine, and

when the specified time expires, the profile is automatically installed on the target.

By using the Manual tab, you can customize the installation with specific settings that are not available in the wizard.

Uncomment the settings you want to customize and include in your deployment.
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Bare Metal Profile properties

Wizard Manual

Warning: Editing this tab incorrectly can cause failure during the imaging process. X

# VMware ESXI installation file
# Accept the VMware End User License Agreement
vmaccepteula

#Do not use "rootpw” this field it will be replaced by the Wizard value
ruutp.w *EEkTik

clearpart --firstdisk --overwritevmfs

install —firstdisk —overwritevmfs

# Set the network to DHCP on the first network adapter
# network --bootproto=dhcp --device=vmnic0

Cancel

! Important:
» VMware ESXi is supported for deployment on BIOS targets only.

- Any network parameters previously set with task 354 on targets of a VMware ESXi bare metal
deployment are ignored.

Working with Bare Metal Profiles

After a profile is created, it is displayed in the Bare Metal Profiles table at the bottom of the dashboard. If you select
an image, all bare metal profiles that are created from that image are displayed.
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Image Library
:
Import Image Copy Settings from... Deploy to Computer... Pre-Cache Delete
Windows 10
_ x64 Wed, 01 Sep 2021 N )
Win10x64D20H2_1630511620.wim Setup 1 475 GB 475GB ,
B19042.508 04:53:40 PM
(2009)
Windows 10
Win10x86R2009_1603718356.wi x88 Seti 1 ponZac 200 3.47 GB 3.47 GB d
Ll - AT B19042.572 Sl 01:19:16 PM : ,
(2009)
Windows 10 v
¥RA Tue N7 Sen 20721 o
< >

\

Profiles

Create Bare Melal Profile \ Create Reimage Profile Send to Server Delete (1)

Win10 %86 cl 10.02wim Bare Metal Win10 1 0 O / @
El Win10 x86 Reimage - 1603719219.wim Reimage Win10 0 0 O /’
El Win10 x86 Reimage flash - 1603719219.wim Reimage Win10 0 0 Q /
El Win10 x86 Reimage react - 1603719219.wim Reimage Win10 0 0 O ,’
v
»
You can edit the profile also by using the icon. After the changes are saved, an action is automatically
generated to update the profile on any servers that have that profile. If there are any servers with the profile, but
that are out of sync with the profile available in the console, a warning is shown and you can use this icon L’ to
resynchronize.
You can send the profile to the server by clicking Send to Server.
Profiles
Win10 x86 cl 10.02wim Bare Metal Win10 1 0 O ,‘ =
] Win10 x86 Reimage - 1603719219.wim Reimage Win10 0 0 Q V4
] Win10 x86 Reimage flash - 1603719219 wim Reimage Win10 0 0 Q V4

This generates an action for any valid bare metal servers.

Note:
Bare metal servers might be invalid because they are an old version or do not have encryption enabled.

It is recommended that images are pre-cached to bare metal servers where profiles are created. This way
large files are immediately available when first attempting to deploy a profile.
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From the Bare Metal Profile table in the Image Library, you can see on which servers the profile exists by clicking the
Servers with Profile link.

D Name 1 Type 1 os 1 Servers Outof Sync 1L Wamings Actions

(] wini0_test_mdt_new.wim Bare Metal  Win10 0 0 W
l:‘ Win10 x86 _newversioneplatf wim Bare Metal Win10 0 0 o /'
[]  win10x86 ¢l 10.02wim Bare Metal  Win10 1 <— 0 W] ya

You can delete a profile on the server by selecting it and then clicking Delete; the profile is removed also from all
servers. An image cannot be deleted if there are profiles that are created from it.

Deploying a bare metal profile from the target binding menu

To deploy a bare metal profile on your target, you must reboot the target from the network by pressing a hot key, for
example, F1 or F12. For information about which hot key to use, see your computer manual. Before you run the reboot
from the network, ensure that the DHCP server is configured.

! Important:

- If you are deploying a bare metal profile on a UEFI target, you must place the hard disk before the EFI
shell in the boot sequence, otherwise the deployment does not complete successfully.
- On VMware targets, when the deployment completes, the target is powered off. See Bare Metal

Deployment behavior of VMware ESXi (on page 174).

During the target reboot, the following window is displayed to download and install a Windows operating system

according to the information of the bare metal profile that is created from the BigFix Console:
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Serial: Gateway: A.8.8.8
uuIn:  422882177A4B8D6BABD2EG7B4AIEIDGD DHCP server: 18.18.8.253
MAC: BB :58:56:A8:16:1E PXE server: 18.18.8.151

' Model: UMware ESX Guest IP addr: 18.18.A8.35

k/’ B, Binding Menu: showing tasks...

v Binding Menu

Hinl1B_1989_32bit_capture.wim

HinlA_1989 Business.win

Hinl1B_1989_Business_captured.wimn

HinlB_1989_Server.uwimn

Hinl1B_1989_Server_capture.wim
HinlB_64_19689. uin

k HinlA_B4_home.uwin

7. Hinl1B_64_new_capture.win

/ Hinl181889_32 - 1574373586.win

Cancel Binding Menu
/\ Update Binding Menu

Reload (Automatic every 5 mins)

7.1.1.28.318.58 ~ Switcher

In the displayed menu, you can choose to install any of the available profiles. If an auto-deploy profile is displayed
in the list, a countdown is started and the profile is automatically installed. To install a profile different from the one
with the timeout, you must select it and press enter. Any protected profile is installed only after you enter the required

password.

If you click Cancel Binding Menu and reboot the target, the menu is refreshed with the updated list of profiles
available on the server. Use this option and reboot your target if no bare metal profile is displayed in the binding menu
list.

Note: All profiles available on the bare metal server are displayed in the binding menu, regardless of whether
they are compatible with the target machine. Deployment tasks of images that are not compatible end in
error (for example, deployment of a 64-bit image on 32-bit hardware, or deployment on a UEFI target of an 0OS

image that is not supported on UEFI machines).

If you click Reload (Automatic every 5 mins), you check whether there are pending activities on the server for that
target. If there are no activities, the same binding menu is displayed again. If you clear a profile ready to be installed
because of a timeout, even if you stop its installation by clearing it, after 5 minutes a task to install this profile is

reloaded.
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Deploying bare metal profiles based on target properties

When you deploy a bare metal profile, you can optionally choose to define a set of properties that determine which
targets are dynamically selected for deployment. You can specify properties such as IP address list, IP address
range, MAC address list, Serial Number list, UUID list, and Model list by defining them as conditions in a rule that is
associated to the profile for the selected OS Deployment Server. You can associate only one rule to a profile.

When you save the rule, it is uploaded on the deployment server. When targets perform a PXE boot, the target
properties are evaluated against the rule. If a match is found, a deployment task is created for the target. If no match
is found, the binding menu is displayed. The target becomes eligible for deployment if at least one of the conditions
in the rule is true. You can also specify an expiry date for the rule. After this date, the rule is no longer effective, and

targets are not evaluated against this rule.
For each profile, you can see if there are any associated rules and if the status of the rule is active or inactive.

To create a rule, complete the following steps from the Bare Metal Server Manager dashboard:

»
1. Select a bare metal profile and click to create a rule for the profile. The Configure Targeting Rule
window is displayed.
X
Configure Targeting Rules

D Property Value

Re-apply rule to all targets D Expiration Date  10/28/2021 Gj

Cancel

Click Add to create a new condition in the rule.
2. From the Property list, select the property that must be verified on the target.
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Add Condition %
Property IP Range -

IP Range
Syntax

IP List
Value MAC Address List

Serial Number List

Cancel
3. Specify a value for the target property.

Add Condition X
Property IP Range -
Syntax IPAddress-IPAddress, o

10.10.5.20-10.15.5.9¢|
Value
OK Cancel

Click OK to save the condition. To add other conditions, click Add, and select another property.
4. You can optionally specify an expiration date for the rule, different from the default date. When you select list

target properties, such as MoDEL LI ST, you can use the asterisk (+) as wildcard.
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Configure Targeting Rules

|:| Property Value

EI IPRANGE 10.10.5.20-10.15.5.96

< >

Re-apply rule to all targets D Expiration Date  10/28/2021 @ |
Activate Rule De-activaie Rule Delete Rule Cancel

You can also specify a question mark (?) as wildcard to represent a single alphanumeric character.
Possible values:

IP Range

The IP address range for the targets. Specify the address range intervals, separating them with a

hyphen (-).
IP List, MAC Address List, Serial Number List, UUID List, Model List
One or more elements, separating each element with a comma.
For example, to specify a UUID list:
564D9938F62C241D43324B5B24A68A0B, 564D9938F62C241D43324B5B24A68A0B
To specify a list of models, using wildcards:

*guest, HP*

When you have finished, click Activate Rule to upload the rule on the server.

You can also edit an existing rule to add new conditions or modify the existing ones. To add a new condition, click
Add. To modify an existing condition, select the condition and click Edit.

Targets are evaluated only once against a rule. When you modify a rule, if you want all targets to be evaluated against
the changed rule, select Re-apply rule to all targets. Click Activate Rule to upload the changes on the server.
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You can choose to deactivate a rule by clicking De-activate Rule. When a rule is deactivated, it still exists but targets
are not evaluated against it. You can activate it again later. If you want to delete the rule permanently, click Delete
Rule.

You can synchronize rule changes either immediately during the rule update, deletion, or deactivation on all the
servers that are out of sync with the profile available in the console, or later only on the resources for which a warning

is displayed, by using this icon to resynchronize.

Deploying a bare metal profile from the BigFix console

You can deploy bare metal profiles to targets that are connected to Bare Metal Servers that have the Management
Extender for Bare Metal Targets plug-in installed.

To deploy a bare metal profile from the console, you must use the Deploy Profile on Bare Metal Targets task (ID
301). You can run this task on all Bare Metal Targets that have completed a PXE boot operation. If specific settings
were changed on the target, these will be used for the target configuration. For more information about changing
target parameters before a deployment, see Changing target settings before deployments (on page 223). Specify

the following information:

« Select the image you want to deploy from the list
- Select the Bare Metal profile you want to deploy. This Profile must exist on the Bare Metal Server.

- Specify whether you want to use Wake-On LAN on the target, if the hardware supports it.

When you are done, deploy the action.

Note: If you are deploying on a VMware targets, see Bare Metal Deployment behavior of VMware ESXi (on
page 174).

Capturing and restoring user state of Windows targets

When you complete an operating system migration on new hardware, you can restore previously captured user
settings on the new system.

When you are deploying new hardware in your organization, you can capture the user state of an initial operating
system on the current hardware, perform a bare metal deployment on the new hardware, and then restore the
previously captured user state to the new machine. OS Deployment uses Microsoft's USMT ScanState and LoadState
commands for this purpose. When you are capturing user state, you can optionally choose to modify the default
ScanState arguments, capture additional file extensions, and also provide other ScanState instructions through

XML file content using USMT syntax up to a maximum of 4000 characters. Captured data and logs are stored in the
destination folder which must be on a network share. If access to the network share is restricted, you are required to

supply the credentials at task submission time.
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You can capture and restore different user state content on multiple computers with a single task. When you are
capturing user state from a single computer or multiple computers, a specific capture folder identified by the
computer name is created for each computer. If you are restoring user state for a single computer or multiple
computers, you can choose a single restore folder for all computers, or a specific folder for each computer.

Depending on the source and destination operating systems, use one of the following task pairs:

« If you want to capture the user state of Windows 7 computers and restore on Windows 7 or Windows 8
computers, you must have previously created an MDT Bundle with WADK8 (USMTS5) and imported it using the
Bundle and Media Manager dashboard. Run the following tasks:

Capture User State on Windows XP, Vista, and 7 computers (USMT5) - Task 170

Restore User State on Windows 7 and 8 (USMT5) - Task 171

« If you want to capture the user state of Windows 7, 8, 8.1, or 10 computers, and restore on Windows 8, 8.1,
and 10, you must have previously created an MDT Bundle with WADK10 (USMT10) and imported it using the

Bundle and Media Manager Dashboard. Run the following tasks:

Capture User State on Windows 7, 8, 8.1, and 10 (USMT10) - Task 175

Restore User State on Windows 8, 8.1, and 10 computers (USMT10) - Task 176

For the capture tasks you must provide the following information:

« The destination folder on the network share where the captured data must be stored, and the credentials to
access the network share, if required. At capture time, a separate subfolder identified by te computer name is
created for each target.

« The task contains the following predefined ScanState command arguments:

/v:6 /c /localonly /o /uel:60

You can optionally add or modify these arguments using the ScanState syntax, but BigFix does not perform
any input validation.

« You can also specify additional file extensions to include in the capture, in a comma separated list, and any
other optional instructions up to a maximum of 4000 characters that are supplied to the ScanState command

in xml file format. For example, if you want to capture all files contained in the path C: \ t est fil es\*:

<?xm version="1.0" encodi ng="UTF- 8" ?>
<migration urlid="http://ww.mcrosoft.conm mgration/1.0/m gxm ext/cust">
<l-- Additional pattern to capture-->
<conponent type="Docunents" context="Systent >
<di spl ayNanme>Conponent to migrate additional files Sergio</displ ayNane>
<role rol e="Data">

<rul es>
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<i ncl ude>
<obj ect Set >
<pattern type="File">C \test files\* [*]</pattern>
</ obj ect Set >
</'i ncl ude>
</rul es>
</rol e>
</ conponent >

</ mgration>

For the restore tasks, the predefined arguments are:

/lac
You can optionally add or modify the LoadState arguments but BigFix does not perform any syntax validation.

You must specify the source folder on the network share where the data to be restored resides, and the credentials to
access the network share, if required. You can also select to read the user data from a separate subfolder identified
by the computer name, for each target, by specifying Yes in the corresponding field.

You can add the capture and restore tasks to a Server Automation plan. For example, you can define the following
sequence in a server Automation plan:

1. Capture the source user state on a target by using task 170 or 175

2. Set the hostname of the target where the user state will be restored using task 350
3. Deploy the profile on the target where the user state will be restored using task 301
4. Restore user state on the deployed target using task 171 or 176.

Tuning WIinPE TFTP settings for bare metal deployments

You can tune WinPE download speed during Bare Metal deployments by running task 360.

Run the Bare Metal WinPE TFTP Settings task (360) to change parameters such as block size or window size, to
improve WinPE download speed and performance in bare metal deployment scenarios. The task can be run on Bare
Metal Servers that are at build level 290.02 or later. This task simplifies the configuration of these parameters, and
should only be used if you are experiencing significant performance and reliability issues in this area. Increasing

Block size and Window size can improve download performance if the network conditions allow it.

Before you run this task, to enable flexibility in tuning the TFTP parameters, you must complete a configuration step
on the Bare Metal Server once only:

1. From the BigFix Bare Metal Server WebUlI, select Server Parameters > Server configuration.
2. In the Max TFTP Segment Size field substitute the default value of 512 with the maximum value 16384.
3. Restart the Server.
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- TFTP settings are affected by the specific environment, in terms of network speed, topology, and

bare metal server performance among other things. Changing TFTP parameter settings could lead

to unexpected behaviors. As a best practice, you should verify the changes thoroughly in a test

environment before you apply them to your production environment. The advised procedure is

to gradually increase the block size and window size size in a test environment to determine the

optimum.

» These are Microsoft WinPE settings. For additional information, refer to the available Microsoft

documentation.

Parameter settings in task 360

Run the Bare Metal WinPE Tftp settings task on your Bare Metal Servers to change the following settings.
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360 Bare Metal WinPE Tftp settings 05 Deployment and Bare Metal L... 1/ 15 0

1| |

4 Toke Acton | 7 551 | Copy | Export | Hde Localy vide Gibaly | 3¢ cove |

Descripton | Detads | Appicable Computers (1) | Acton Hstory (0) |

| Description

Set your TFTP settings in the Winpe BCD for tuning WinPE download speed in the corresponding Bare Metal Server(s).
Note: the Bare Metal Server{s) RESTART is required when the action is completed.

Complete the following form and click Take Action:

Parameter name Parameter value
*Select ramdiskTitpWindowSize: |Ignore "'l
*Select ramdiskTftpBlockSize: |Ignore 'I

=Select WinPE type: IPE 10 "l
*Select if permanent tftp: |False 'l

| Actions

® Click here to deploy this action

You must restart the affected Bare Metal Servers when the action completes, to ensure that the settings are applied
to the selected WinPE.

There are four mandatory parameters:
ramdiskTftpWindowSize
Select one of the following values:
*4,6,8,12,16, 24,32
- Ignore: This setting is not modified
- Delete: The current setting is deleted, and the initial behavior is restored.
ramdiskTftpBlockSize
Select one of the following values:
* 1432, 4096, 8192, 16384, 32678

- Ignore: This setting is not modified

* Delete: The current setting is deleted, and the initial behavior is restored.

Selecting Delete always resets the parameters and restores the initial behavior.
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WinPE type

The WInPE to which the settings are applied. Possible values are 3, 4, 5, and 10. Only the WinPE types
for which an MDT Bundle is available are displayed.

permanent tftp
Possible values are:
True

When a subsequent sync action is completed on the Bare Metal Server, and the WinPE of

the specified type is created, the same settings are reapplied to the new WinPE. Selecting
this value adds the following three parameters to the Bare Metal server computer settings
for each WinPE type:

ramdi skft pwi ndowsi ze_PE<W nPE type>
ramdi skf t pbl ocksi ze_PE<W nPE t ype>

rest or ef t ppar am PE<W nPE t ype>

You can view the settings from the subscribed computer list by selecting the Bare Metal

Server on which the task was run.
False

This selection deletes any existing computer setting.

Note: The specific combination r amdi skTf t pw ndowsi ze=del et e and r andi skTf t pBl ockSi ze=del et e, With per manent
tftp=true results in the settings being applied once; However, permanent=true is ignored, so that when a

subsequent sync action is completed, the computer settings are deleted and not reapplied.

Checking TFTP parameter values in the log files

On the Bare Metal Server, in the trace file boot . t r ¢ with debug level set to 4, you can view information about the
block size and window size settings used by the TFTP server to download the selected WinPE. In this example,
during download of WinPE " gl obal / engi nes/ wi npe<....>. rand", on the target 10. 10. 50. 142, you can view
the block and window sizes used by the TFTP server to download the WinPE. In this case, the values are 1432 and 4

respectively.

11:28:06] <INF> (TETP) Transfer completed ('\boot\boot.gdi' on '10.10.50.142")

11:28:06] «<NOT> Target <no-mac* (ip 10.10.50.142 on network 10.10.50.0) is entering state 'LOADER TFTP LOAD’

11:28:06] <NOT> Target with gtartpage (£ftp://tftp/pxelinux.cfg/rembg.1lna/979456535/3/processed) is requesting file (\sources\boot.yim)
11:28:06] <KOT> Hoat gfartpage is £fip://tftp/pxelinux.cfg/renbo.1ua/979456535/3/processed: client requested a Windows boot

11:28:06] <NOT> Requested '\sources\boot.wim' filename is referred as 'global/engines/winpeDEE3340075. ramd’

11:28:06] <KCT> Host ptartoage is Lftp://tftp/pxelimex.cfo/rembo. lua/979456535/3/processed: sending global/engines/winpeDEE3540075. ramd
11:28:06] <WEN> (TETP) Target is requeating 'global/engines/winpeDEE3940075.zand’

11:28:06] <HCT> (TFTP) File 'global/engines/winpeDEE3940075.ramd' available, size is 283021945 bytes

11:28:06] <HOT> (TFTPI_Sending File rr'ln'halfﬂnninﬂa!uinmﬂﬁﬂ?#ﬂﬁ?im to 10.10.50.142, unicast

11:28:06] <HOT> (TETP) block aize is 1432 (7) on '10.10.50.142°

11:28:06] <HOT> (TETP) windows size iz 4 (15) on '10.10.50.142'

11:29:26] <INF> (TETP) Transfer completed ('\sources\boot.jyim' on '10.10.50.142°)

a——————
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Managing Bare Metal Targets

If you install the Management Extender for Bare Metal targets on your OS Deployment Server, you can manage your
targets through the BigFix console after the targets PXE boot to their local server. You can complete the following
actions:

« Change Bare Metal target settings before a deployment using the corresponding task (350). See Changing
target settings before deployments (on page 223).

- Set or remove network configuration settings for a target, see Changing Bare Metal Target Network
Configuration Settings (on page 225).

« Schedule the deployment of profiles on Bare Metal targets. For more information, see Deploying a bare metal
profile from the BigFix console (on page 217).

- Capture and restore user state of Windows targets, see Capturing and restoring user state of Windows targets
(on page 217).

 Wipe Bare Metal target disks. For more information, see Wiping target disks (on page 227).

- Reset the status of a bare metal target on the associated bare metal server, see Reset the status of a bare

metal target (on page 227)

Target inventory

To retrieve information on the bare metal targets, you must activate the Bare Metal Target Information analysis. For
each target, you can view the following properties:

» Computer model

« Computer serial number

« Computer Status (ok, error, or empty if the target is new)

+ Hostname (this property is set with the Change Bare Metal Target Settings task.

« Universal Unique Identifier (UUID).

 Any network parameters defined with the Change Bare Metal Target Network Configuration Settings task.

Note:

In the Subscribed Computers view, targets that successfully completed a PXE boot are identified by the agent
type attribute set to “Proxy - Bare Metal Extender.” For each target, the listed agent version refers to the agent
installed on its local Bare Metal Server.

Changing target settings before deployments

Run the Change Bare Metal Target Settings task (ID 350) to set or remove settings for a selected target. The values
you specify with this task will affect the partition mappings and hostname rule values specified in the bare metal
profile for the selected target.
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! Important: Before you run this task, ensure that your Bare Metal OS Deployment servers are at Version
7.1.1.20 or later.

Hostname

The value you specify becomes the computer name of the bare metal target on which you run the task.
For Windows targets, the name must be a maximum of 15 characters or else the deployment fails. If
you have set this property, the value specified in the task overrides the value specified in the Hostname
Rule field of the Bare Metal profile.

Partition mapping

You can resize one or more partitions for a specific target. The partitions you resize must exist in the
partition mappings section of the bare metal profile that you are deploying to the target. At deployment
time, the resizing information is checked against the partitions in the profile, and the partition layout for
the target is updated accordingly. If you specify a partition that does not match the partitions found in
the profile that you are deploying, the information in this field is ignored, and the partition layout of the

target will be the one specified in the profile. The syntax is [resi ze <nount point> <size in MB>].

For example, to resize the D partition to 1 gigabyte for a Windows target specify resi ze D 1024. To

resize /usr and /root for a Linux target, specify resi ze /usr 1024 /root 1024

Note: If you select the Prompt end user for properties option in the bare metal profile, the properties specified

in this task are displayed at the target at deployment time. You can accept them or change them as required.

Forcing network boot on targets

Run the Force Network Boot Task (ID132) on a running target to boot it on the network. This action changes the boot
order of the target so that it boots from the network and not from the operating system. This action is performed only

once.

Deleting bare metal target entries

When you deploy a bare metal profile on a target discovered through the Management Extender for Bare Metal
targets, a BigFix client is installed on the target during the deployment process and a new computer entry is added

in the BigFix database with agent type set to “Native” For this reason, duplicate entries are visible in the Subscribed
Computers list for the same physical computer. The value specified for the Devi ceRepor t Expi rat i onl nt erval Hour s in
the set ti ngs. j son configuration file of the Management Extender for Bare Metal Targets determines the expiration
period for the bare metal target, after which the corresponding entry can be permanently deleted from the database.
You can delete the expired bare metal target entries manually from the console or by using the BES computer
remover tool. You can download the tool and related documentation from the BigFix wiki at this link: https://bigfix-
wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/BES%20Computer%20Remover. To change
the Management Extender for Bare Metal Targets Plug-in configuration settings, see Changing the plug-in settings (on

page 57).


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/BES%20Computer%20Remover
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/BES%20Computer%20Remover

0S Deployment V3.11.3 User Guide | 10 - Bare Metal deployments | 225

Booting targets without using PXE

If you are not using PXE, you can create network boot media for your targets.

For both BIOS and UEFI targets, if you do not want to use PXE on your network, you can deploy images by creating a
network boot CD, DVD, or USB drive. You create network boot media for bare metal deployments using the Bundle and

Media Manager dashboard.

With network boot media, your target can boot and connect to the server in a PXE-less environment. Use this kind
of deployment when it is not possible to use PXE to boot the target. For more information, see Creating Windows
Deployment Media (on page 70) and Managing Linux OS Resources and Deployment Media (on page 700).

Changing Bare Metal Target Network Configuration Settings

You can define or remove configuration settings for one or more network interface cards on selected targets using
task 354.

To set or remove network configuration settings for specific bare metal targets, run the Change Bare Metal Target
Network configuration settings task (ID 354). The parameters set with this task are used together with what you
specify in the bare metal profile that is deployed on the target. The configuration policy that you specify in the
Network tab of the profile creation wizard determines whether the parameters specified with this task will take
precedence over the parameters specified in the profile.

Typically, this task is useful when you are configuring network settings for specific bare metal targets that have more
than one network interface, or when your targets must be configured with a static IP. In this scenario, you can define
the common subset of network configuration parameters in the bare metal profile, and use this task to configure the

unique settings for each target.

Select the required configuration action (Set or Remove) and specify the configuration type (Static or dhcp). You can
define the following network configuration parameters for the network interface card (NIC) identified by the specified
MAC address:

« |IP Address

» Subnet mask

- Default gateway

» Connection name

« Preferred DNS Server
« Alternate DNS Server
* DNS Domain

» Domain Search Order

You can set or remove configurations for multiple network interface cards (NICs) on the same target, by running the
task for each interface and specifying the corresponding MAC address. If your targets have a single network interface
card, the MAC address is not mandatory.
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You can optionally associate a connection name to each NIC. For Windows targets, the connection name becomes
the name of the network interface. For Linux targets, if the MAC address is not specified, the connection name is used
to identify the network interface that will be configured.

The Remove action deletes all network configuration parameters on a specific target interface. If multiple NICs were
configured, the network configuration parameters of the specified MAC address is deleted. If the MAC address is not
specified, the settings of the first (oldest) configured interface are removed. To selectively delete one or more network
parameters, use the Set action and specify an asterisk (*) in the corresponding parameter value fields. The fields
marked with the asterisk are reset for the specified target. The asterisk is ignored if specified in the MAC address
field.

! Important:

- If you are defining a Connection name, if the target operating system is Linux, the operating system
will limit it to nine characters.

- If you are defining a static IP configuration for a specific target, the IP address, Subnet Mask, and
default gateway values are mandatory. If you are defining a static IP address for a target with a single
interface, the address you specify must be in a network from which the OS Deployment server can be
reached, else the deployment task will not complete.

- When you configure multiple NICs, you must always specify the MAC address that uniquely identifies
it, otherwise results might be different from what you expect.

« If you are defining a dynamic (DHCP) configuration for the target, the only parameter that can be
specified is the MAC address. If the MAC address is omitted, the interface that performed the PXE
boot is configured by default.

- The Domain Search order parameter is ignored if the target operating system is Windows.

Example:

A company network has targets with two network interfaces. One must be configured with a dynamic (DHCP)
configuration, and the other with a static IP configuration.

1. In the Bare Metal Profile that will be deployed, the following parameters are specified in the Networktab.
These parameters are common to all targets in the network:
o Preferred DNS Server: 192. 168. 100. 125
o DNS Domain: conpany. com

2. For each target, task 354 is run twice to configure each network interface. For example:

First run:
» Configuration action: set
o Configuration type: dhcp
> MAC Address<maci> where <MAC1> is the MAC address of the network interface that must have a
dynamic IP configuration.
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Second run:

o Configuration action: set

o Configuration type: static

o MAC Address: <vac2> where <MAC2> is the MAC address of the network interface that must have a
static IP configuration.

o |P address: 10. 10. 6. 95

> Subnet mask: 255. 255. 255. 0

o Default gateway: 10. 10. 6. 254

When the profile is deployed, all targets will have the same Preferred DNS Server name and domain, and each

individual target will be configured as specified in task 354.

Wiping target disks

You can permanently wipe disks on selected Bare Metal targets, to comply with specific company policies and

industry regulations.

Run the Wipe Disk on Bare Metal Targets task (ID 300), to perform secure disk wiping on Bare Metal targets that

have completed a PXE-boot and are registered to the BigFix server through the Bare Metal Extender Plug-in. The task
destroys disk content on the target system. You can choose between 5 different destruction methods, which involve
different levels of wiping of the master boot record and disk partitions. If you select the Arbitrary Overwrite method,

you can also specify the number of overwrite rounds (number of passes) to be completed on the target disk.

WinPE is required for the disk wipe operation, and you can select it from the list of the available versions on the Bare
Metal server. For the available WinPE versions to be displayed, you must have previously uploaded at least one MDT

Bundle on the BigFix server.

When you have made your choices, click Take Action to select the targets for this task. When the action completes,
the disk wipe operation is queued for execution on the Bare Metal Server. To see the results of the actual disk wipe
operation on the selected targets, check the Deployment Activity dashboard.

Note: The disk wipe operation could fail if some drivers are missing from the selected WinPE. In this case,
the product attempts to inject the missing drivers and the target may be rebooted several times before the
operation completes unsuccessfully.

Reset the status of a bare metal target

You can reset the status of a bare metal target and make it available again for OS deployment tasks.

Run the Reset the status of a bare metal target task (ID 303), to reset the status of bare metal targets that are

registered to the BigFix server through the Bare Metal Extender plug-in. No user parameters are required.

This action is useful to make the target ready for a new deployment if it seems to be blocked on an old deployment

task and/or does not respond correctly.
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Note: Task 303 works only on bare metal servers that are upgraded to version 7.1.1.20.310.66 or later.



Chapter 11. Monitoring Deployment Activities
You can track and monitor all deployment activities in your Endpoint Management network.

From the Deployment Activity Dashboard you can track, monitor, and view the results of capture, reimaging and Bare
Metal tasks in your environment.

Deployment Activity Dashboard

In the Deployment Activity Dashboard, you can view the status and result of Reimage, Bare Metal, and Capture tasks

in your environment.

You can also collect information through several analyses. In the Activity Records grid, each individual activity is listed
together with important information about the type of activity, the target machine, the task being performed, and the
status of the task.

The status given is the best approximation of the current status of the task. Depending on the type of task, an
accurate status is not always displayed, and can sometimes be incorrect during certain phases of a deployment task.

0S Deployment - Activity Dashboard <]

Deployment Activity Dashboard Last Updated: 11/19/2020 12:04:16 AM (3

From this dashboard you can view the status of Reimage, Bare Metal, and Capture activities in your environment

Activity Records

B [

O  Actviy D) AC}]‘:W P8 e Date 1t Target 1| Task 1L Status 1| ~
[0 364023419 Bare Metal i:; a2 O e 0 0.2 WinServer_1803_DataCenterCore wim Success

O set70740 Bare Metal 3"2”';'5:“; '2:; 2020 10.10.0.62 RHEL_7.7_Minimallim Succass

[0 s2v033087 Bare Metal g";_?;%"ﬂ:; Ty 10.10.0.61 SLES12_new.lim Success

[0 27930208 BereMetal el 10.10.063 RHEL_7.5_Minimal im Canceled

[0  7e3sesest Bare Metal ;;;9?:6’\”:“;2020 10.10.0.60 RHEL_8 1_Minimal im Success

D 113399859 Bare Metal :ﬁ;;:: 2020 10.10.0.64 Win10_1809_Ent_ITA wim Success

O +7ose Reimage Mon;A7 Een 2020 1625823193 Deploy RHELBXBASPO_1571052616 im Expired - Running

03:02:12 PM

Task / Failure Summary

Activity Name: Win10_1809_Ent_ITA wim

Activity Type: BareMetal

Target Architecture: x64

Target Operating System: Win10

Activity End Time: Wed, 19 Feb 2020 02:45:16 PM
Target Model: VMware ESX Guest

Target MAC Address: 00:50:66:A8:D5:94

Target PXE Server BMSERVER1909

Delete a record by selecting the corresponding Activity ID and clicking Delete.

Click a record to see more detailed information in the Task / Failure Summary. If your Bare Metal OS Deployment
Server is at Version 7.1.1 Fix Pack 18 or later, you can view the activity end time for the selected Bare Metal task.
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You can upload Bare Metal deployment logs for any bare metal deployment in your environment by selecting the
activity and clicking Upload Logs. All the logs for the selected activity are compressed and sent in archive format
from the Bare Metal Server to the BigFix Server in the following default path:

» Windows:

C:\ Program Fi | es\ Bi gFi x Enterprise\BES Server\ Upl oadvanager Dat a\ Buf f er Di r

\ shal\ <nn>\ <BM Conput er _I D_>\ <task_i d_string>. zi p
« Linux:

/ var / opt / BESSer ver / Upl oadManager Dat a/ Buf f er Di r

/ shal/ <nn>/ <BM Conput er _I D_>/ <task_i d_string>. zi p

Where:

« <nn> are the last two digits of the Bare Metal Server Computer ID .
« <BM_Computer_ID_> is the computer ID of the Bare Metal Server.

« <task_id_string> is a string formed by the task ID of the Bare Metal activity.

You can also upload bare metal deployment logs for a specific task by running the "Upload Logs from Bare Metal
Server" task (351). You must supply the TaskID on the Bare Metal Server as input parameter. To run this task, 7zip is

required on the Bare Metal Server that ran the deployment.

For Bare Metal activities on Windows targets, if the deployed Windows profile was created using MDT Bundle
Version 3.7 or later, the bare metal deployment logs are uploaded from the target to the Bare Metal Server when the

deployment completes, for both successful and failed deployments.

Note: The uploaded archive files are handled by the Archive Manager component of the BigFix Platform. For

more information about the specific settings and behavior of this component, see..



Chapter 12. Maintenance and troubleshooting

You can monitor deployment activities, correct exceptions and adjust configuration settings specific to your
environment through dashboards and tasks available for these purposes.

To monitor and maintain your deployment environment, you use the Health Checks Dashboard, the Deployment
Activity Dashboard, and the maintenance and configuration tasks. When exceptions occur, specific error messages
are logged. This section provides an overview of the tools available for troubleshooting configuration and deployment
errors, and lists some common exceptions and workarounds. For information about the Health Checks dashboard,
see Health Checks Dashboard (on page 60).

To troubleshoot problems related to the Relay Downloader component, see RelayDownloader Troubleshooting Tips.

Additional troubleshooting information is also available in the OS Deployment Troubleshooting wiki page at this link:
0SD Troubleshooting.

Maintenance and Configuration tasks and Fixlets

Maintenance and Configuration tasks and Fixlets indicate actions that you must take to maintain your deployment. If

a Fixlet or task in the list is disabled, it is not relevant to any computers in your deployment.

Click Maintenance and Configuration from the navigation tree and select a task or Fixlet. For each Fixlet, click the

name and then click in the Actions box of the Fixlet window to deploy the appropriate action.

Maintenance and Configuration Search Maintenance and Configurat®
MName Source Sev..  Site Applicable ... Open Actio.. Category
Warning: Relay setting _BESGather_Downl.. Critical 0S Deployment and Bare Metal... 2 /7 0 Support
Warning: Relay setting _BESGather_Downl... Critical 0OS Deployment QA 24T 0 Support
Warning: Relay setting _BESGather_Downl... Critical 0S Deployment Test 240 0 Support
Warning: Relay setting _BESGather_Downl.. Critical 0S Deployment Maint Test 207 0 Support

Log and trace files

When problems occur, you can determine what went wrong by viewing messages in the appropriate log files which
provide information about how to correct errors.

Files for troubleshooting deployment failures on Windows targets

When a deployment fails you can troubleshoot the problem by analyzing the following files depending on the scenario
you are running:


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/RelayDownloader%20Troubleshooting%20Tips
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/OSD%20Troubleshooting
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/OSD%20Troubleshooting
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Table 8. Files for deployment failure problem determination

Filename

Path

Scenario

peresul t.ini

pegrid.ini.update

rbagent.trc

osresult.ini

osgrid.ini.update

C:\ Program Fi | es\ Bi gFi x En-
terprise\BES Client\__BESDa-
ta\__d obal \ Logs\ OSDepl oynent -
Logs\ OSDepl oynent Bi ndi ngGi ds On

target workstation

Reimage was successful but drivers were
missing in the new operating system. You
can find Windows PE binding grid in the

specified location.

peresul t.ini

.

pegrid.ini.update

rbagent.trc

osresult.ini

osgrid.ini.update

C: \ Depl oy\ $OEMB\ Bi gFi x-
0sD\ RBAgent on target workstation

for reimaging

C: \ Depl oy\ $OEMB\ Bi gFi xOSD\ RBAgent On target

workstation for reimaging

bommn- peresul ts.ini

bommn- pegri d. i ni . update

bommn. trc

bommn- osresul t. i ni

bommn- osgri d. i ni . updat e

C:\BFCSD Fi |l es\ gl obal \ host acti -
ti estasknnnnn on relay server for

bare metal

Bare metal jobs have failed. You can find the
generated driver binding grid on the endpoint
in the specified location.

0SD Log files

C:\ BFOSD Fi | es\ | ogs on relay

server for bare metal

0SD PXE component logs

All deployment files (MDT, OS Re-
sources, WIM and WinPE)

C:\ ncast downl oad on the target

workstation for reimaging.

Reimaging in multicast has failed.

* ntast downl oad. | og

¢ val i dat eBMserver. | og

C:\ Program Fi | es\ Bi gFi x En-
terprise\BES Client\__BESDa-
ta\__d obal \ Logs\ CSDepl oynent -
Logs\ Mcast Downl oad On the target

workstation after reimaging.

Reimaging in multicast (reimage profile) was
successful. These logs contain statistical in-
formation about the files downloaded dur-
ing the deployment and about the validation
completed by the relay/Bare Metal Server to
which the target is connected. You can also
view if the deployment was switched to uni-

cast mode.
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Files for problem determination during Windows setup

During the reimaging process and during Bare Metal deployments, errors can occur when Windows Setup is installing
and configuring the new operating system. To troubleshoot errors occurring during the Windows Setup phase, check

the following log files in these locations:

C: \ W ndows\ Pant her

C: \ W ndows\ Pant her\ set uperr. | og

C:\ W ndows\ Pant her\ m gl og. xn

C: \ W ndows\ Pant her\ Pr eGat her PnPLi st . | og
C:\ W ndows\ set upact . | og

C:\ W ndows\ set uperr. | og

C:\ W NDOWB\ | NF\ set upapi . dev. | og
C:\ W NDOWB\ | NF\ set upapi . app. | og

C: \ W NDOWB\ Per f or mance\ W nsat \ wi nsat . | og

Files for problem determination during Linux deployments

To troubleshoot errors occurring during deployments on Linux systems, check the log files in this location:

/var/opt/BESC ient/__BESCient/__d obal /Il ogs/ Depl oynent Logs

Files:

cl eanupbescl i ent cache. | og
i nst postscript.|og

i nst post scri pt nochroot. | og
instprescript.|og

I'i munpack. | og

pat chl i nuxconf. | og

pr epar ei magepr ovi der. | og
set | i nuxboot . | og

testlinuxboot. | og
Depending on the type of deployment, some of these files may not be available.

For more information about troubleshooting reimaging process failures, see the BigFix wiki page: Re-Image Process

Files for troubleshooting Console errors while importing files

When you import files using the Console (for example, when you upload an MDT Bundle, images, or drivers) all
temporary files and logs used during the import process are stored in the Console working directory:

9%AJSERPROF| LE% OSDepl oynent

If any errors occur during the import step, you can troubleshoot the problem by analyzing the general trace file
9JSERPROFI LE% OSDepl oynent\ r bagent . trc.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Re-Image%20Process
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All files being uploaded are tracked in the %4JSERPROFI LE% OSDepl oynent \ Upl oadManager Fi | es folder.

Deployment media creation problem determination files

If errors occur during deployment media creation, you can check the following files:

« From the BigFix Console, check the Gener at eDepl oynent Medi a Action Info that was executed on the selected
target.

- If the selected target is an OS Deployment Server look at the rbagent . | og and rbagent . t rc files under
%Pr ogr anti | es% Bi gFi x OSD.

For Example:

C:\ Program Fi | es\ Bi gFi x OSD

on the selected target machine.
« If the selected target is not an OS Deployment Server, look at the rbagent . 1 og and rbagent . t r ¢ files under <I EM
Cient>\_BESDat a\actionsite\ Downl oad

For example:

C:\ Program Fi | es\ Bi gFi xEnt er pri se\ BESCl i ent >\ _BESDat a\ act i onsi t e\ _Downl oad

on the selected target machine.

Troubleshooting JoinDomain errors during Bare Metal and reimaging deployments

Failures that occur when joining targets to domains are not unrecoverable errors. The deployment completes
successfully. If the target fails to join the domain, you can determine the cause of the problem by looking in the c:

“n,

\ W ndows\ Tenp| Depl oyment Logs\ ZTI Domai nJoi n. | og file and searching for the string “rc=. .

The following list provides details on the most frequent JoinDomain errors:

Case 2 Explanation = "M ssing OU'

Case 5 Explanation = "Access denied"

Case 53 Expl anation = "Network path not found"

Case 87 Expl anation = "Paraneter incorrect"

Case 254 Explanation = "The specified extended attribute nanme
was invalid."

-> probably the specified QU (organizational Unit) paraneter

is incorrect or QU doesn't exist

Case 1326 Explanation = "Logon failure, user or pass"

Case 1355 Expl anation = "The specified domain either does not exist or could not
be contacted."

-> probably there is a DHCP/DNS configuration error

Case 1909 Expl anation = "User account |ocked out"
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Case 2224 Expl anation "Conput er Account allready exists"

Case 2691 Expl anation = "Allready joined"

More information about error codes can be found at the following link:https://msdn.microsoft.com/en-us/library/
ms681381(v=vs.85).aspx.

Troubleshooting Client settings problems after a Bare Metal deployment

If client settings that were specified in a Bare Metal Profile deployed on a target are not correctly set, you can check

the following file on the target system for the probable cause:

C:\ Wndows\tenp\...\BFC oseBar eMet al Task. | og

Troubleshooting RelayDownloader errors

The RelayDownloader tool is used to retrieve files from the BigFix server, for example during the creation of
deployment media or for Bare Metal Deployments. For tips about troubleshooting RelayDownloader errors, see the
BigFix wiki at this link: RelayDownloader Troubleshooting Tips.

Troubleshooting problems in retrieving Bare Metal Server Settings (Analysis 50 or Task 361)

Analysis 50 and Task 361 are used to retrieve current parameter settings for the Bare Metal servers so that they can
be viewed and changed either from the Bare Metal Server Manager dashboard or by running Task 361. When there are

problems, and the parameters cannot be retrieved, you can check the following files on the Bare Metal Server:

* \ gl obal \ t em bar enet al settings. conf is the file where the settings are stored.
* C:\Program Fi | es\Bi gFi x GsD\rbagent.trc If the configuration file does not exist or is invalid, the

rbagent . t r c file logs any errors to help you troubleshoot the problem.

Troubleshooting MDT Bundle process errors

This topic describes how to troubleshoot errors in the different steps of the MDT Bundle creation process, describing

a solution or workaround, if available.

Upload MDT Bundle fails when an antivirus program is running

If an antivirus program is running on the computer during the MDT Bundle creation, the upload MDT Bundle task fails

with the following error messages inr bagent . tr c:

2013/10/30 00:19:40] A <ERR>; Command ["C:\Program Fil es\ Wndows Kits\8.0\Assessment and Depl oynent Kit\ Depl oyment
Tool s\ x86\ DI SM di sm exe" /| mage: " C:\ User s\ AALORE 1\ AppDat a\ Local \ Tenp\ t pm 2ACAF972294C2089_1"

/ Add- Package/ PackagePat h: " C:\ Progr am Fi | es\ W ndows Ki t s\ 8. 0\ Assessnment and Depl oynent Kit\

W ndows Preinstallation Environnent\x86\ W nPE_OCs\ wi npe- set up. cab” /PackagePat h: " C:\ Program Fi | es\

W ndows Kits\8.0\Assessnent and Depl oyment Kit\W ndowsPreinstallation Environnment\x86\ W nPE_OCs\

Wi npe-set up-client. cab”

/ PackagePat h: " C:\ Program Fi | es\ Wndows Kits\8. 0\ Assessnent and Depl oyment Kit\


https://msdn.microsoft.com/en-us/library/ms681381(v=vs.85).aspx
https://msdn.microsoft.com/en-us/library/ms681381(v=vs.85).aspx
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/RelayDownloader%20Troubleshooting%20Tips
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W ndows Preinstallation Environment\x86\ WnPE_OCs\w npe-set up-server. cab" /PackagePath:"C:\ Program Fi | es\ W ndows
Ki t s\ 8. 0\ Assessnent and Depl oyment Kit\W ndows Preinstallation Environnent\x86\ W nPE_OCs\ wi npe-| egacyset up. cab”
/ PackagePat h: " C:\ Program Fi | es\ Wndows Kits\8. 0\ Assessnent and Depl oyment Kit\
W ndows Preinstallation Environment\x86\ WnPE_OCs\w npe-wni.cab" /English] failed
with exit code 5 in 32.39 seconds
2013/10/30 00:19:40] A <ERR>; Command error: Unknown error, Error when installing some packages
in WnPE: Error code (5)
2013/10[ 2013/ 10/ 30 00: 19: 40 A <ERR>; Error raised by AddPackages in load.rbc, line 3618 [:0]
2013/ 10[ 2013/ 10/ 30 00: 19: 40 A <ERR>; Unknown error (Error when installing sone packages in W nPE:
Error code (5))
2013/10[ 2013/ 10/ 30 00: 19: 40 A <WRN>; (cal | ed from MakeWPESof t war e (| oad. rbc: 3626))
2013/10[ 2013/ 10/ 30 00: 19: 40 A <WRN>; (cal | ed from MakeWPE (| oad. rbc: 3969))
2013/10[ 2013/ 10/ 30 00: 19: 40 A <WRN>; (cal | ed from RAD_t emmakewpe (| oad.rbc: 4038))
2013/10[ 2013/ 10/ 30 00: 19: 40 A <WRN>; (cal | ed from Agent Di spatch (rbagent.rbc: 4079))
2013/10[ 2013/ 10/ 30 00: 19: 40 A <WRN>; (cal l ed from --topl evel -- (rbagent.rbc: 4317))

2013/ 10[ 2013/ 10/ 30 00: 19: 4

=}

A <ERR>; RbAgent command rad-tenmmakewpe has failed [AGT: 4086]

Workaround:

On the machine where you run the MDT Bundle Creator tool: you can either temporarily disable the antivirus program
for the time necessary to create the bundle, or you can configure the antivirus program to allow the WAIK or WADK

(di sm exe) program to run.

Windows ADK for Windows 10 (WADK 10) installation action fails on Windows 7, Windows 2008, or
Windows 2008 R2 targets

If you choose WADK 10 and MDT 2013 Update 1 when you install the MDT Bundle Creator using the Bundle and
Media Manager dashboard and select a Windows 7, Windows 2008, or Windows 2008 R2 target, the WADK 10
installation action might fail. This problem can also occur when you run the WADK 10 installation Fixlet individually on

one of the above operating systems.
Solution/Workaround:

The problem occurs because the required Microsoft .NET Framework version 4.5 is not already installed on these
operating systems. The Fixlet invokes the adk installer to install .NET Framework the first time it is run, but exits
without completing the ADK installation. To solve the problem, reboot the MDT Bundle Creator machine, and rerun
the MDT Bundle Creator installation action sequence from the dashboard. If you launched the Fixlet individually, verify
that Microsoft .NET Framework version 4.5 is installed on the selected target, then rerun the Fixlet.

Problems and limitations

You can troubleshoot and gather information about known problems and limitations. A solution or workaround is
provided if available.
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Adobe Flash removal from BigFix OS Deployment dashboards limitations

0S Deployment dashboards can now work without Adobe Flash, however, with some limitations.

The following are some of the general limitations for all the OS Deployment dashboards after Adobe Flash

dependency removal:

« Adjusting column width in the tables are not supported.
« Changing the column positions in the tables are not supported.

« The table headers are not sticky to the top of the rows when the tables are scrolled down.

Scripting Environment Library dashboard

This dashboard is obsolete and is being deprecated. The Adobe Flash version of this dashboard

continues to be available.

CPU usage reaches 100% during installation or upgrade of a Bare Metal Server
Problem description

When installing or upgrading BigFix Bare Metal Server on an BigFix relay, the CPU on that system
reaches 100% usage for several minutes. This may downgrade system performance considerably and
tasks running on the system might become unresponsive.

Solution/workaround

This problem does not affect the outcome of the installation itself. To minimize the impact on system
performance, you can plan the installation or upgrade of your Bare Metal Server in a timeframe during
which the relay is not processing other time-critical activities.

Duplicate client computer entry in the Server database after a Linux reimage
Problem description

After a reimage of a Linux system in Install mode, the computer definition for that target is duplicated
in the Server database and two entries are displayed in the Console. This problem can occur in the

following cases:

1. When the reimaging is performed, the agent is reinstalled and the existing data in the / var/
opt / BESCl i ent directory is saved and migrated to preserve the agent identity. Although the
cache on the target is cleared during the process, if the resulting size of this directory is greater
that 100 megabytes, the client identity is duplicated.

2. When the version of the client you select in the Deploy image to Computer dialog is an earlier
version than the version currently installed on the target.

3. When you are reimaging from a 32-bit to a 64-bit architecture.

Solution/workaround
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When this problem occurs, you can remove the duplicate entry from the BigFix Console by right-clicking

on the computer name and selecting Remove from database.
Reimage in install mode on RedHat Enterprise Linux (RHEL) 7 stops during boot
sequence

Problem description

During a reimage in install mode, processing stops during the boot sequence on a RHEL 7 target. The

Dracut Emergency shell is started and the following message is displayed:

dracut -i ni t queue[ 612] : Warni ng: Coul d not boot.
dracut -i ni t queue[ 612]: Warning: /dev/root does not exist
Starting Dracut Energency shell...

War ni ng: /dev/root does not exi st
Generating "/run/initranfs" rdsoreport.txt

Entering emergency node. Exit the shell to continue.

Type "journalctl" to view system | ogs.
Solution/workaround

When this problem occurs, check for any errors in the network configuration on the target and on the
DHCP server. Correct the problem and reboot the target. When you reboot the target the installation

resumes.

Typically, this error can occur when the DHCP server has assigned an IP address to the target that was
already in use on the network.

Login prompt not displayed on RedHat Enterprise Linux (RHEL) 7 after Bare Metal
deployment

Problem description

After a Bare Metal deployment on a RedHat Enterprise Linux Server version 7 (RHEL 7), the login prompt
is not displayed on the target, and the following message is issued:

sda3: WRI TE SAME FAILED. Manual ly zeroing
Solution/workaround

Press Enter on the target and the login prompt is displayed. This error can occur on VMware targets

only.
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Copy image settings error on manual driver bindings

Problem description

From the Image Library dashboard, when you attempt to copy image settings to a target image from
which all manual driver bindings were previously removed, the following error message is displayed:

Sel ected i nage al ready contains nanual driver binding grids.

The operation cannot be conpl eted

Solution/workaround

Sometimes, the data store is not erased even after drivers are manually removed. To avoid this error,

complete the following steps for the target image for which the copy settings operation received the
error message:

1. Open the Driver Library dashboard.

2. Click the Bindings tab.

3. Select the target image and the computer model from the list.
4. Select the bound driver and click Edit.

5. Select the Auto radio button to disable manual driver binding and save your changes.

From the Image Library, select the target image again and click Copy Settings from... to repeat the
operation.
Failure during "Send to Server" of a Bare Metal profile

Problem description

From the Image Library dashboard, when a "Send to Server" of a profile is started through the
corresponding button, the action "Bare Metal Profile Properties” is triggered. If the last statement of the
action fails with the following message displayed in the action info:

Failed continue if {exists file ((paranmeter "AGENTFOLDER' of action) &
"\ mkgenericsysprof.l og") whose (exists |lines whose

(it as string contains "[AGTRC: 0] ") of it)}
Solution/workaround

To troubleshoot the cause of the failure, on the Bare Metal Server open the file C: \ Program Fi | es

\ Bi gFi x OSD\ nkgeneri csysprof. | og. In this file you can find details about the cause of the error.
Correct the problem and repeat the "Send to Server" operation.

Update profiles action on Bare Metal Server fails after editing driver bindings for
Windows setup image

Problem description
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When you modify a binding rule for a selected image and computer model from the Bindings tab

of the Driver Library dashboard, an action is generated to update all Bare Metal Servers that have
profiles linked to that image. If the binding rules for the same image and computer model are modified
again at a later time, the "Update Profile on Bare Metal Server" task fails with the following error in the

ActionScript Execution detail:

if {(preceding text of first "§22" of following text of firat "%22" of lines whose (it as string contains "ModifiedUTC") of file

Faied (parameter "PATH" & "\Vista (x64) - WinVietax€45P0 1432763749.wim.settings")) as integer < 1432924576345}

createfile until EOF

{preceding text of first "[osres]" of concatenation "i0d%0a" of lines of file (parameter "PATH" & "\Vista (x84) -
WinVistaxG4SP0 1432763749.wim, settings”) } [oszes]

name="0669DT9FD92FAI113EEL2856CT0E6034A3EIDOFL. zip"
sizem"215828021"

url="http://temserver(6:52311/Uploads/0669d791d92fa9113eel2856c596034a3e3d0£2/0665DTSFD92FAS1 LIEE1 2856C59E6034A3EID0F2 . 2ip. BFOSD"

The problem is caused by incorrect handling of the first driver binding rule change for the image.
Solution/workaround

From the Bare Metal Server dashboard, you must manually start a sync action on each Bare Metal

Server with profiles that are linked to the image for which the binding rule was changed.

Disk full on IEM server during download of image
Problem description

During a re-image activity, on the server system the WIM file is moved to the downloads directory
(download and set up WIM image task). This operation requires the server to have free disk space of at
least twice the size of the WIM image. If the disk space on the server is not sufficient, the server retries
the download action several times. Even if you free space, the task cannot recover and remains in a

waiting state (pending downloads for the main task).

Solution/workaround

Cancel the re-image activity. Check that you have enough free space and start a new re-image task.

Capture fails if network boot is configured before disk in target boot sequence and
PXE server is in the same network

Problem description

During a capture scenario for both BIOS and UEFI targets, if the network boot entry preceeds the disk
boot entry and there is a PXE Server in the target's network, the capture action fails when the target
performs a PXE boot on the network instead of loading WinPE. The action status might remain running

or change to complete.

Solution/workaround
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Check the boot sequence at the target, and eventually change the configuration so that the target boots

from disk instead of performing a network boot with a PXE server.

Deployment from media fails because some files are not read correctly
Problem description

Deployments using offline or netboot media can fail because some files on the media are not read
correctly. For example, this error can occur if you are using the media for deployments on older
hardware or operating systems that might not support the current UDF format (UDF version 1.02) used

to create the media.

Solution/workaround
A possible solution is to create the deployment media using the old IS09660 format, To use this format,
you must add a computer setting on the Bare Metal Server that you selected for the media creation.

Locate the Bare Metal Server in the Subscribed Computers view, then edit the computer and add the

following custom setting:

BAREMETAL_USE_| SC9660

Set the value to TRUE.

This setting forces the creation of the media in the legacy 1ISO9660 format. Recreate the media and repeat the

deployment.

RBO entry causes Linux targets to reboot repeatedly during capture or reimage
Problem description

During a capture or a reimage deployment, a new entry is added to the linux boot loader of the system
being captured or reimaged. If the capture or deployment fails, the RBO entry might not be removed on
the Linux target. This causes the target to reboot repeatedly. To remove the entry manually, complete

the steps described below.

Solution/workaround

« For 32-bit Linux systems:
1. Download http://software.bigfix.com/download/osd/rbagent.bin.
2. Make it executable (chnod +x rbagent . bin).
3. Download rbagent.pak http://software.bigfix.com/download/osd/rbagent.pak in the
same directory of the rbagent.bin.
4. Run the following command:

rbagent.bin -o rad-setlinuxboot renpveconf

« For 64-bit Linux systems:


http://software.bigfix.com/download/osd/rbagent.bin
http://software.bigfix.com/download/osd/rbagent.pak
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1. Download http://software.bigfix.com/download/osd/rbagent64.bin.

2. Make it executable (chrod +x rbagent 64. bi n).

3. Download rbagent.pak http://software.bigfix.com/download/osd/rbagent.pak in the
same directory of the rbagent64.bin.

4. Run the following command:

rbagent 64. bin -o rad-setlinuxboot renoveconf

Console freezes when importing a captured Windows image (.wim) file

Problem description

When you import in the Image Library a captured image that resides on a remote machine and click
"Analyze", this operation might cause the console to freeze for some time, depending on the size of the
. wi mfile and the network speed.

Solution/workaround

To avoid this problem, copy the image locally on the machine where your Console is installed and repeat
the import operation.

Creation of OS resource fails

Problem description

When creating an MDT Bundle with a parameters.ini file pointing to an .iso containingi nst al | . esd or
to a folder containing ani nst al | . esd image, and noti nst al | . wi m the creation of the bundle fails
because the creation binary searches fori nstal | . wi m

Solution/workaround

The code was changed to manage that if i nst al | . wi mis not found, i nst al | . esd is searched. But
this works only with WADK 10 Version 1607.

To avoid this problem, use WADK 10 Version 1607.

Note: It might occur that the i nst al | . wi mfileis in fact an ESD file and it is handled as such.

Note: ESD images with more than one architecture are not supported, independently from the
WADK level used.

Problem importing a Windows image on Windows 7 or Windows 2008 R2 when
disablecompression parameter is set to 1 (true)

Problem description


http://software.bigfix.com/download/osd/rbagent64.bin
http://software.bigfix.com/download/osd/rbagent.pak
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When you import a Windows image on Windows 7 or Windows 2008 R2 machine, the import fails with

an error message like:

12:19:58 PM [2016/07/05 10:18:17] A <INF> Extracting Driver information from WM image. .
16/ 07/ 05 10: 18: 24] Cannot find Wndows files in

I ocal ://tenp/t pm BBBEFO1E69B2DDLF_1<BR>[ 2016/ 07/ 05 10: 18: 25]

A <ERR> Error raised by OSDT_ExtractW Mrivers inload.rbc, |ine 2268 [ VM 3338][2016/07/05
10: 18: 25]

A<ERR> | ndex out of range (2)

This problem occurs when the disablecompression parameter of Windows is set to 1 (TRUE).

Solution/workaround

To solve the problem, check the setting of this parameter by running the following command from a
DOS shell with administrator rights:

fsutil behavior query disabl econpression

The query must return the value zero (false). If the value returned is 1 (TRUE), you must change the setting by running

the following command:

fsutil behavior set disabl econpression O

You must restart the computer to enable the new behavior .

Cannot capture/deploy Ubuntu 18.04 from/to VMware Virtual Machine Version 13
or later

Problem description
When you try to capture/deploy Ubuntu 18.04 from/to VMware Virtual Machine Version 13 or later a
white screen appears. This issue occurs for both BIOS and UEFI firmware.

Solution/workaround

Using a VMware Virtual Machine Version earlier than 13 is recommended, alternatively the capture/
deploy with resource Ubuntu 16.04 is also possible.

RHEL/CentOS versions up to 7.3 prompt for user creation after Bare Metal Deploy
Problem description

After bare metal deployment, on the first start, RHEL/CentOS versions up to 7.3 prompt for the creation
of user account and password. This action is mandatory to start the OS. The issue is verified on gnome-
based installation. To note, the deploy of the setup completes successfully and the root user is correctly
installed.
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Solution/workaround

The issue is caused by a service installed by package gnome-initial-setup. This service no longer exists

in later versions of the package. A possible workaround is to edit the manual tab as follows:

%packages

-gnone-initial-setup

%end

Y%post

yum group mark bl acklist gnome-desktop

%end

This set of instructions blocks the installation of gnome-initial-setup during the deploy and "yum group mark blacklist
gnome-desktop" and prevents future installations after updates.

Kernel panic error while deploying Linux images on VM with UEFI firmware

Problem description

When you try to deploy a Linux image on some VMware Virtual Machine versions with UEFI firmware,
you might get kernel panic error and the deployment stops. This issue occurs for both setup and

capture images deployments.

Solution/workaround
Ensure that the corresponding Linux OS resource has the gr ubx64. ef i orgrub. ef i flag as shown
in the following figure. If not, you can re-import the Linux OS resource. Otherwise, for all supported

Linux operating systems, you can also use the grub2 loader by following the instructions in Use grub2

bootloader for Linux deployment on UEFI targets (on page 206).

OS Deployment - Bundle and Media Manager

Manage MDT Bundles, OS Resources and Deployment Media Last Updated: 0982021 09:28.30 Al (¥

Use this dashboard to install MDT Bundle creators, and to create, upload, and manage MDT bundles and operating system resources needed for capture and
deployment of operating systems. You can upload an MDT Bundle complete with operating system (OS) resources or upload each item individually.

Deployment Resources MDT Bundle Creators and Windows Media Linux Media

Resources

Upload MDT Bundle Impeort Linux OS Resource

D Name 1 Resource Type 1 Resource Info 1 Date Uploaded 1 Size 1 Warnings
B Mon, 17 May 2021 317.90

D CentOS 7 x64 SPO Linux OS Resource | grubx64.efi 08:25:42 PM MB
P Thu, 06 May 2021 31495

I:l CentOS 7 x64 SP1 Linux OS Resource  grubx64 efi 04:15:11 PM MB
B Wed, 14 Apr 2021 535.03

D CentOS 7 x64 SP7 Linux OS Resource  grubx64 efi 085726 PM MB
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Warnings on RHEL 9 deployment

Problem description

When installing a RHEL 9 image with BigFix client version lower than 11.0.2, some message may be
displayed on the first boot of the operating system. The message will report warnings on initscripts

services, that is the service manager of the installed BigFix client. For example -
/etc/rc.d/rc.local is not marked as executabl e, skipping.

Solution/workaround

This will not cause any issues and the message won't appear on any subsequent booting(s) of the

operating system.



Appendix A. Setting up OS Deployment in an air-gapped
network

You can choose to configure your OS Deployment and Bare Metal Imaging site in an air-gapped network.

To setup the OS Deployment and Bare Metal Imaging site in an air-gapped environment, you need to manually
download and cache specific files on the machines where the BigFix Console is installed as well as on the BigFix
Server. To set up your environment, you must perform the following steps.

1. Obtain OS Deployment and Bare Metal Imaging Site content

You must use the Airgap tool to download the OS Deployment and Bare Metal Imaging external site content from
an internet connected machine. This utility requires the external site masthead file and cannot be run on the BigFix

Server.

2. Pre-cache OS Deployment and Bare Metal Imaging Site downloads

To pre-cache the OS Deployment site files, you must obtain the OS Deployment and Bare Metal Imaging site
masthead file, and create a cache folder for the pre-cached SHA1 files on an internet connected machine. Download
and run the BES Download Cacher utility available on the Wiki Utilities page at the following link. The utility copies
files in the cache folder you specified. You must then transfer these files to the SHAT download cache on the
Endpoint Manager Server. The default location of the download cacheis:. ..\ Program fil es (x86)\Bi gFi x

Ent er pri se\ BES Ser ver\ www oot bes\ bf mi rror\ downl oads\ shal.

3. Pre-cache additional files on the BigFix server:

You must also pre-cache additional files on the server. The following files must be downloaded from the sites listed

below to the SHAT download cache on the BigFix Server.

The default location of the download cacheis:. ..\ Program fil es (x86)\Bi gFi x Enterprise\BES Server

\ wwwr oot bes\ bf m rror\ downl oads\ shal

« http://software.bigfix.com/download/osd/rbagent.exe

« http://software.bigfix.com/download/osd/rbagent.pak

* http://software.bigfix.com/download/osd/rbagent64.exe

- http://software.bigfix.com/download/osd/rbagent.bin

« http://software.bigfix.com/download/osd/rbagent64.bin

« http://software.bigfix.com/download/osd/osdimageprovider.pak

* http://software.bigfix.com/download/osd/osdimageprovider.exe

« http://software.bigfix.com/download/osd/osdimageprovider64.exe
« http://software.bigfix.com/download/osd/RelayDownloader.exe

« http://software.bigfix.com/download/osd/RelayDownloader-x64.exe
* http://software.bigfix.com/download/osd/RelayDownloader.bin

« http://software.bigfix.com/download/osd/RelayDownloader-x64.bin
« http://software.bigfix.com/download/osd/RelayDownloader-x64_1.0.bin


http://software.bigfix.com/download/osd/rbagent.exe
http://software.bigfix.com/download/osd/rbagent.pak
http://software.bigfix.com/download/osd/rbagent64.exe
http://software.bigfix.com/download/osd/rbagent.bin
http://software.bigfix.com/download/osd/rbagent64.bin
http://software.bigfix.com/download/osd/osdimageprovider.pak
http://software.bigfix.com/download/osd/osdimageprovider.exe
http://software.bigfix.com/download/osd/osdimageprovider64.exe
http://software.bigfix.com/download/osd/RelayDownloader.exe
http://software.bigfix.com/download/osd/RelayDownloader-x64.exe
http://software.bigfix.com/download/osd/RelayDownloader.bin
http://software.bigfix.com/download/osd/RelayDownloader-x64.bin
http://software.bigfix.com/download/osd/RelayDownloader-x64_1.0.bin
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* http://software.bigfix.com/download/osd/RelayDownloader-x64_1.1.bin
- http://software.bigfix.com/download/osd/getLocaleName.exe

« http://software.bigfix.com/download/osd/unzip-6.0.exe

« http://software.bigfix.com/download/osd/unzip32-6.0.exe

« http://software.bigfix.com/download/osd/unzip64-6.0.exe

- http://software.bigfix.com/download/osd/zip.exe

If you want to install the latest Bare Metal OS Deployment Server version from the network using the corresponding

button in the Bare Metal Server Manager dashboard, you must also pre-cache the following;
- http://software.bigfix.com/download/osd/bmserver.zip.

The downloaded files must be renamed with their SHA1 before you copy them to the SHA1 folder.

If you are provisioning a Linux system, and installing an BigFix Client, you must also pre-cache the selected client
installation packages.

If you are performing a Bare Metal provisioning of a Windows system with an image of type Setup, and installing an
BigFix Client, you must pre-cache the selected client installation packages. For example, if you are provisioning one of
the supported Windows versions, and select to install the Client Version 9.1.1229.0, you must pre-cache the following

package:

<| EMOSAgent | nage>
<Conpat i bl eOS nane="M crosof t Wndows" version="5.1" />
<Conpati bl eOS nane="M crosof t Wndows" version="5.2" />
<Conpat i bl eOS nane="M cr osof t Wndows" versi on="6.0" />
<Conpat i bl eOS nane="M crosof t W ndows" version="6.1" />
<Conpat i bl eOS nane="M crosof t W ndows" version="6.2" />
<Conpat i bl eOS nane="M crosof t Wndows" version="6.3" />
<l mageNane>Bi gFi x- BES-Cl i ent - 9. 1. 1229. 0. exe</ | nageName>
<| mageSha>ac13e360e122d2079f 88628df a6e89af 71c29b599aa45917514938376809e884</ | mageSha>
<l mageSi ze>12136344</ | mageSi ze>
<l mageURL>ht t p: / / sof t war e. bi gf i x. coml downl oad/ bes/ 91/
Bi gFi x-BES-d i ent-9. 1. 1229. 0. exe</ | mageURL>

</ | EMOSAgent | mage>

For more information, see the Image catalog file at this link: http://software.bigfix.com/download/bes/util/

AgentDeployment/TEMImageCatalog.xml

Note: You can use the relevance debugger (QnA debugger) to find the sha1 of each of these files by using the

following relevance expression:

(name of it, shal of it) of files of folder "c:\AirgapOSD


http://software.bigfix.com/download/osd/RelayDownloader-x64_1.1.bin
http://software.bigfix.com/download/osd/getLocaleName.exe
http://software.bigfix.com/download/redist/unzip32-6.0.exe
http://software.bigfix.com/download/redist/unzip32-6.0.exe
http://software.bigfix.com/download/redist/unzip32-6.0.exe
http://software.bigfix.com/download/osd/zip.exe
http://software.bigfix.com/download/osd/bmserver.zip
http://software.bigfix.com/download/bes/util/AgentDeployment/TEMImageCatalog.xml
http://software.bigfix.com/download/bes/util/AgentDeployment/TEMImageCatalog.xml
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where c: \ Ai r gapOSDis the folder to which you downloaded the files on the internet connected machine.



Appendix B. Deprecated and Superseded functionalities

This topic lists the functionalities that are still present in OSD, but are deprecated.

« Deprecated Component Combinations for MDT Bundle Creator (on page 249)
« Proxy Agent (on page 249)

- Superseded and Deprecated Fixlets (on page 250)

« Superseded and Deprecated Tasks (on page 251)

« Deprecated Analysis (on page 257)

Deprecated Component Combinations for MDT Bundle Creator

The following tool combinations are deprecated. You cannot select these tool combinations when you install the MDT
Bundle Creator from the Bundle and Media Manager Dashboard.

« MDT Build 8456 and WADK 10 version 2004
* MDT Build 8456 and WADK 10 version 1903
« MDT Build 8456 and WADK 10 version 1809
« MDT Build 8450 and WADK 10 version 1809
« MDT Build 8450 and WADK 10 version 1803
* MDT Build 8450 and WADK 10 version 1709
« MDT Build 8443 and WADK 10 version 1709
« MDT Build 8443 and WADK 10 version 1703
« MDT Build 8443 and WADK 10 version 1607
- MDT 2013 Update 1 and WADK 10

« MDT 2013 and WADK 8.1 (WinPE 5)

« MDT 2012 Update 1 WADK 8 (WinPE 4)

« MDT 2012 Update 1 and WAIK (WinPE 3)

If you have MDT Bundles created with the deprecated tools, they are visible from the Bundle and Media
Manager dashboard, and you can continue to use them. You can create MDT Bundles with the deprecated
tools using the Fixlets available in the manual procedure or others in the Superseded and Deprecated Fixlets

(on page 250) section.

Note:

1. If you are reimaging Windows 7 to Windows 7, using MDT Bundle 3.8.12 or later, created with
WADK 10 and MDT 2013 Update 1, the Migrate user settings option is not supported.
2. WADK 10 version 2004 does not show the progress bar for few minutes while the computer is

downloading the boot . wi mfor UEFI target.

Proxy Agent

Learn how to install or uninstall the superseded BigFix versions.
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Installation steps for superseded BigFix versions

If you are using a relay with BigFix 8.2 or BigFix 9.0:

1. From the Systems Lifecycle Domain, expand All Systems Lifecycle > Fixlets and Tasks. Select the Deploy
Proxy Agent 9.0.40099 on 8.2 or 9.0 Relay (Deprecated) task (152).

2. When you deploy the action, the list of applicable relays is displayed in the Take Action menu. Select one or
more relays from the list and click OK to complete the installation.

3. Run the task Deploy Management Extender for Bare Metal Targets (ID 150).

Uninstallation steps for superseded BigFix versions

If your relay is BigFix Version 8.2 or 9.0:

1. Run the Remove Management Extender for Bare Metal Targets Fixlet (ID 151).

2. Remove the Proxy Agent: Run the remove action of the Deploy Proxy Agent 9.0.40099 on 8.2 or 9.0 Relay
(Deprecated) Fixlet (ID 152).

3. When you deploy the action, the list of applicable relays is displayed in the Take Action menu. Select one or
more relays from the list and click OK to complete the installation.

4. Run the task Deploy Management Extender for Bare Metal Targets (ID 150).

Superseded and Deprecated Fixlets

Following is the list of superseded Fixlets.
Upgrade Upload Maintenance Service (Deprecated) - Fixlet 24
This Fixlet upgrades the Upload Maintenance Service to version 1.0.0.17.
Deploy Microsoft .NET Framework (Superseded) - Fixlet 41

Installs Microsoft .NET framework on the selected computer. It is a prerequisite to the installation of
PowerShell.

Deploy PowerShell (Deprecated) - Fixlet 42
Installs PowerShell on the selected computer. It is needed to automate the sequence of creation steps.
Deploy WAIK (Superseded) - Fixlet 45

Use this Fixlet to download and install the Windows Automated Installation Kit (to use with MDT 2012
Update 1) on the selected computer.

Deploy Windows Assessment and Deployment Kit 8 and 8.1 (Superseded) - Fixlet 60

Use this Fixlet to download and install the Windows Automated Installation Kit (to use with MDT 2012
Update 1) on the selected computer.

+ WADKS (to use with MDT 2012 Update 1)
« WADK 8.1 (to use with MDT 2013)



0S Deployment V3.11.3 User Guide | 2 - Deprecated and Superseded functionalities | 251

Superseded and Deprecated Tasks

Following is the list of superseded and deprecated Tasks.
Install Upload Maintenance Service for OS Deployment (Deprecated) - Task 9

This task installs the latest version of the Upload Maintenance Service on the required platform
versions.

Deploy operating system to one or more registered computers (Superseded) — Task 107

This Fixlet deploys a Bare Metal Profile to one or more registered computers. This Fixlet requires RAD
image format that are no longer supported to deploy images.

Deploy an operating system to one or more computers (Superseded) — Task 133

This Fixlet deploys a Bare Metal Profile to one or more computers. This Fixlet requires RAD image

format that are no longer supported to deploy images.
Deploy Proxy Agent 9.0.40099 on 8.2 or 9.0 Relay (Deprecated) — Task 152

This Fixlet Installs (or Removes) the Proxy Agent on machines already running a Relay version 8.2 or
version 9.0. For later Relay versions use the Proxy Agent install Fixlet that is provided in the BES Support
site.

Deprecated Analysis

SSL Encryption Analysis for OS Deployment (Deprecated)-ID 30

The SSL Encryption Analysis is not applicable for BigFix client 9.0 or later. Only BigFix clients 8.2 needs it for
encrypting actions. If all the clients are of version 9.0 or later, this is not necessary. Hence, this analysis is marked as
deprecated.

The SSL Encryption Analysis for OS Deployment is used to return the public keys on clients ready for OS deployment.
These keys are used to securely deploy settings to the endpoint.

Click the link in the Actions box to activate this analysis.

Semstfocyde <l S5 Encrpton Al or 05 ey

4 e . 1
=&l 05 Deployment and Bare Metal Imaging :' QjActivate QuiDeactivate | # Edit |=:Export | Hide Lacally Hide Glabally
k- _.i| Health Checks
=63 Setup Description IDetaiIs | applicable Computers (0) I
[ | & Install BES Serwver Plugin Service (0 e
t E TEM r: Install Upload Maintenance Ser DBSI:I’Ip'[IDn
t 05D ment - Upgrade Upload Maintena : ; : .
. - I‘.‘ R — f‘ This analysis returns the public keys on clients
R Update Server whitelist for OS Deployment ready for OS deployment. These keys can be used
—Q0) 55L Encryption Analysis for OS5 Deployment to securely deploy settings down to the endpoint,
-ﬁ 05 Deployment Server Information (0) .
%ﬁ Re-image Failure Information {0)
Q) Hardware Information (0) ® Click here to activate this analysis.
i MDT Bundle Creator Setup (6) d




Appendix C. Create Ubuntu OS Resources manually

In alternative to Task 68, you can use a script to manually create the Ubuntu Resources needed for your deployments,
as described in the following steps. The script requires that you download a Server .ISO file of the same point release
of the Ubuntu Desktop that you plan to deploy on your workstations.

! Important:

 Ubuntu 16.04, 18.04, and 20.04 require the Legacy Server ISO. You can download the Ubuntu Server
ISO from the alternative downloads of the official Ubuntu webpage (for Ubuntu 20.04 visit http://

cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release).

 Ubuntu 22.04 requires the Live Server ISO.

Creating OS Resources for Ubuntu deployments using the resource creation tool

To create an OS Resource for Ubuntu deployments manually, perform the following steps on an Ubuntu machine
(where you have installed the required packages)1 with the same release as that of the downloaded Server .ISO.

1. Download the Ubuntu Resource Creator Script from the following link: http://software.bigfix.com/download/
osd/ubuntu_resource_tool.sh. You can also use the link available in Task 68.

2. Download the Ubuntu server .iso file from the internet depending on the version and architecture required for
your deploymen'(s.2

3. From the directory where you downloaded the Resource Creator script, run it as root oOr sudo, using the syntax:

ubuntu_resource_tool.sh [-w <working_dir>] [-c <copy_to_folder>][-]|

<l ogfil e_pat h] {<path_to_server_i so>}

Where:

o -w <wor ki ng_di r > is the working directory used by the OS resource creation process. It is optional. If
not specified, the tool uses a temporary directory named wd in the current path.

o -c <copy_to_fol der> is the directory where the tool stores the generated OS resources. It is optional. If
not specified, the OS resource is copied in the current path.

> -1 <logfile_path>is the path of the OS Resource creation process log. If not specified, the log file is
created in the current path with the default name prepare. | og

° {<path_to_server_iso>} is the path of the Ubuntu server .iso file that you downloaded in step 2. If only

the file name is specified, the current path is assumed.

Note:

> 'Installed genisoimage package is needed to create the Ubuntu resource.
> The Ubuntu Server .iso file specified in the command must be the same point release version

of the Ubuntu workstation that you want to provision.


http://cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release
http://cdimage.ubuntu.com/ubuntu-legacy-server/releases/20.04/release
http://software.bigfix.com/download/osd/ubuntu_resource_tool.sh
http://software.bigfix.com/download/osd/ubuntu_resource_tool.sh
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For example, assuming that the ubunt u_r esour ce_t ool . sh is available in the current directory and that
you downloaded the Ubuntu Server .iso in the / t np folder, you can create the Ubuntu OS Resource with the
following command:

sudo ./ubuntu_resource_tool.sh -w osdworkdir /tnp/ubuntu-16.04.2-server-and64.iso

The directory specified in - wcan be a relative or absolute path. The directory is created if it does not exist.
If it already exists, all content is erased. In this example the resource file is created in the osdwor kdi r
subdirectory.

The script produces an . i so file containing the OS resource which you must import from the Bundle and Media
Manager dashboard. Depending on the Server version and architecture that you specified in input to the script
(Server .iso file), the new OS resource file names are composed by a fixed part OS_Resour ce_Ubunt u-

Ser ver followed by the release such as _16. 04. 2 and the architecture _i 386. i so or_and64. i so.

. Import the Ubuntu resource from the Bundle and Media Manager dashboard, by clicking Import Linux OS

Resource and specifying the path to the newly created Ubuntu OS Resource.



Appendix D. Support

For more information about this product, see the following resources:

« BigFix Support Portal

« BigFix Developer

« BigFix Playlist on YouTube

* BigFix Tech Advisors channel on YouTube

* BigFix Forum


https://support.hcltechsw.com/csm?id=bigfix_support
https://developer.bigfix.com/
https://www.youtube.com/playlist?list=PL2tETTrnR4wtneQ2IxSIiDFljzQDuZNBQ
https://www.youtube.com/channel/UCtoLTyln5per0JYzw1phGiQ
https://forum.bigfix.com
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Notices
This information was developed for products and services offered in the US.

HCL may not offer the products, services, or features discussed in this document in other countries. Consult your
local HCL representative for information on the products and services currently available in your area. Any reference
to an HCL product, program, or service is not intended to state or imply that only that HCL product, program, or
service may be used. Any functionally equivalent product, program, or service that does not infringe any HCL
intellectual property right may be used instead. However, it is the user's responsibility to evaluate and verify the

operation of any non-HCL product, program, or service.

HCL may have patents or pending patent applications covering subject matter described in this document. The
furnishing of this document does not grant you any license to these patents. You can send license inquiries, in writing,
to:

HCL

330 Potrero Ave.

Sunnyvale, CA 94085

USA

Attention: Office of the General Counsel

For license inquiries regarding double-byte character set (DBCS) information, contact the HCL Intellectual Property

Department in your country or send inquiries, in writing, to:

HCL

330 Potrero Ave.

Sunnyvale, CA 94085

USA

Attention: Office of the General Counsel

HCL TECHNOLOGIES LTD. PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER
EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of
express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. HCL may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time

without notice.

Any references in this information to non-HCL websites are provided for convenience only and do not in any manner
serve as an endorsement of those websites. The materials at those websites are not part of the materials for this
HCL product and use of those websites is at your own risk.

HCL may use or distribute any of the information you provide in any way it believes appropriate without incurring any
obligation to you.
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Licensees of this program who wish to have information about it for the purpose of enabling: (i) the exchange of
information between independently created programs and other programs (including this one) and (ii) the mutual use
of the information which has been exchanged, should contact:

HCL

330 Potrero Ave.
Sunnyvale, CA 94085
USA

Attention: Office of the General Counsel

Such information may be available, subject to appropriate terms and conditions, including in some cases, payment of

a fee.

The licensed program described in this document and all licensed material available for it are provided by HCL under
terms of the HCL Customer Agreement, HCL International Program License Agreement or any equivalent agreement

between us.

The performance data discussed herein is presented as derived under specific operating conditions. Actual results

may vary.

Information concerning non-HCL products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. HCL has not tested those products and cannot confirm
the accuracy of performance, compatibility or any other claims related to non-HCL products. Questions on the
capabilities of non-HCL products should be addressed to the suppliers of those products.

Statements regarding HCLs future direction or intent are subject to change or withdrawal without notice, and
represent goals and objectives only.

This information contains examples of data and reports used in daily business operations. To illustrate them as
completely as possible, the examples include the names of individuals, companies, brands, and products. All of these

names are fictitious and any similarity to actual people or business enterprises is entirely coincidental.
COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming techniques
on various operating platforms. You may copy, modify, and distribute these sample programs in any form without
payment to HCL, for the purposes of developing, using, marketing or distributing application programs conforming to
the application programming interface for the operating platform for which the sample programs are written. These
examples have not been thoroughly tested under all conditions. HCL, therefore, cannot guarantee or imply reliability,
serviceability, or function of these programs. The sample programs are provided "AS IS," without warranty of any kind.

HCL shall not be liable for any damages arising out of your use of the sample programs.

Each copy or any portion of these sample programs or any derivative work must include a copyright notice as
follows:
© (your company name) (year).

Portions of this code are derived from HCL Ltd. Sample Programs.
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Trademarks

HCL Technologies Ltd. and HCL Technologies Ltd. logo, and hcl.com are trademarks or registered trademarks of HCL
Technologies Ltd., registered in many jurisdictions worldwide.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe
Systems Incorporated in the United States, and/or other countries.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United
States, other countries, or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
UNIX is a registered trademark of The Open Group in the United States and other countries.

Other product and service names might be trademarks of HCL or other companies.

Terms and conditions for product documentation

Permissions for the use of these publications are granted subject to the following terms and conditions.
Applicability

These terms and conditions are in addition to any terms of use for the HCL website.

Personal use

You may reproduce these publications for your personal, noncommercial use provided that all proprietary notices
are preserved. You may not distribute, display or make derivative work of these publications, or any portion thereof,
without the express consent of HCL.

Commercial use

You may reproduce, distribute and display these publications solely within your enterprise provided that all proprietary
notices are preserved. You may not make derivative works of these publications, or reproduce, distribute or display
these publications or any portion thereof outside your enterprise, without the express consent of HCL.

Rights

Except as expressly granted in this permission, no other permissions, licenses or rights are granted, either express or

implied, to the publications or any information, data, software or other intellectual property contained therein.

HCL reserves the right to withdraw the permissions granted herein whenever, in its discretion, the use of the
publications is detrimental to its interest or, as determined by HCL, the above instructions are not being properly
followed.
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You may not download, export or re-export this information except in full compliance with all applicable laws and
regulations, including all United States export laws and regulations.

HCL MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE PUBLICATIONS. THE PUBLICATIONS ARE PROVIDED
"AS-IS" AND WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED
TO IMPLIED WARRANTIES OF MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS FOR A PARTICULAR
PURPOSE.
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