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Chapter 1. Introduction

BigFix aims to solve the increasingly complex problem of keeping your critical systems
updated, compatible, and free of security issues. It uses patented Fixlet technology to
identify vulnerable computers in your enterprise. With just a few mouse-clicks you can

remediate them across your entire network from a central console.

Fixlets are powerful, flexible, and easily customized. Using Fixlet technology, you can:

« Analyze vulnerabilities (patched or insecure configurations)

« Easily and automatically remediate all your networked endpoints

« Establish and enforce configuration policies across your entire network
« Distribute and update software packages

« View, modify, and audit properties of your networked client computers

Fixlet technology allows you to analyze the status of configurations, vulnerabilities, and
inventories across your entire enterprise and then enforce policies automatically in near
realtime. In addition, administrators can create or customize their own Fixlet solutions and

tasks to suit their specific network needs.

BigFix is easy to install and has built-in public and private-key encryption technology
to ensure the authenticity of Fixlets and actions. It grants you maximum power as the
administrator, with a minimal impact on network traffic and computer resources. BigFix can

handle hundreds of thousands of computers in networks spanning the globe.

When installed, you can easily keep your networked computers correctly configured,
updated, and patched, all from a central console. You can track the progress of each
computer as updates or configuration policies are applied, making it easy to see the level

of compliance across your entire enterprise. In addition to downloads and security patches,
you can also examine your managed computers by specific attributes, allowing you to group
them for action deployments, ongoing policies, or asset management. You can log the
results to keep an audit trail and chart your overall activity with a convenient web-based

reporting program.



Installation Guide | 1 - Introduction | 2

What is new in BigFix 10 Platform
BigFix 10 Platform provides new features and enhancements.
Patch 12
VMware Plugin enhancements

The VMware Plugin has been extended with inspectors and
action commands to improve the management capabilities for
both host and guest systems.

For details, see Introduction to Cloud Plugins, Configuring cloud
plugins, VMware Asset Discovery Plugin Inspectors and VMware
Plugin Commands.

Library and drivers upgrades

« The libcURL library was upgraded to Version 8.6.0.
« The ODBC driver was upgraded to Version 17.10.6.

Patch 11
Added support for BigFix Agent

Added support for BigFix Agent running on VIOS 3.1.3.

Library and drivers upgrades

« The libcURL library was upgraded to Version 8.5.0.
» The ODBC driver was upgraded to Version 17.10.5.

Patch 10

Use “Microsoft Print to PDF” printer driver for exporting PDF reports in
Web Reports

Starting from BigFix Platform 10.0.10, Web Reports can generate
PDF reports using the “Microsoft Print to PDF” printer driver.

BigFix recommends that you take advantage of this driver by
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running Task ID 5436. Refer to On Windows Systems for more

information.
Relay Drive Space Protection From Downloads

BigFix Platform adds now the capability to

prevent the BigFix Relay ActiveDownloads

folder from filling up, by using a new setting

named_BESRel ay Downl oad_Act i veDownl oadsMaxSi zeMB, which
represents the maximum size, specified in MB, that the folder

can reach.
For details, see Managing Downloads.
Plugin Portal - Optimized devices data serialization

Plugin Portal optimization in terms of memory usage of the
plugin portal machine as well as in the evaluation time of fixlet
and analysis, with this leading to an increased responsiveness in

returning data and executing actions on discovered devices.
New set of REST APIs

BigFix Platform now supports a new set of Rest APIs that enable
exploiters such as the BigFix WebUI to access the Download
status of the actions. These Rest APIs allow also to re-submit

failed downloads.
For details, see Action.
Added support for BigFix Agent
Added support for BigFix Agent running on MacOS 14 ARM/x86
64-bit.

Added support for new database level

« Microsoft SQL Server 2022 support.
« Microsoft SQL Server 2022 deployed in a docker container.


https://developer.bigfix.com/rest-api/api/action.html
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For details, see Installing a server with remote database
deployed in a docker container (on page 125) and Database
requirements (on page 60).

Library upgrades

« The libcURL library was upgraded to Version 8.1.2.
 The JQuery library was upgraded to Version 3.6.4.
« The OpenSSL library was upgraded to Version 1.0.2zh.

* The Xerces library was upgraded to Version 3.2.4.

Patch 9
Improved certificate management for HTTPS downloads

Starting from BigFix Platform 10.0.9, BigFix introduces an
improved management for the CA bundles used in HTTPS

downloads, in order to grant more flexibility in the configuration.
For details, see Customizing HTTPS for downloads.
MongoDB removal from Plugin Portal

Starting from BigFix Platform 10.0.9, MongoDB is no longer a
prerequisite for installing and upgrading the Plugin Portal. The
migration of the reports from the MongoDB, if present, will not
require manual steps; it will be automatically executed at the
initial startup of the Plugin Portal after the upgrade.

For details, see The Plugin Portal.
Support for AWS IMDSv2

Starting from BigFix Platform 10.0.9, Amazon Web Services
(AWS) metadata are retrieved using Amazon IMDSv2 protocol.

For details, see cloud provider.

Library upgrades


https://developer.bigfix.com/relevance/reference/cloud-provider.html
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» The OpenSSL library was upgraded to Version 1.0.2zg.
« The libcURL library was upgraded to Version 7.88.1.

Patch 8

Optionally disable local operators to comply with most recent Cyber

Security guidelines

Starting from BigFix Platform 10.0.8, you can decide to
optionally disable all local operators from logging into the BigFix
Console, Web Reports and WebUlI, in favour of the LDAP-based
operators. This feature may be used to comply with most recent

cybersecurity guidelines and standards.
For details, see Disabling local operators.
Enhance audit capabilities of your BigFix deployment with new audit logs

BigFix Platform 10.0.8 introduces a new audit log file which
tracks every access and action performed using the BigFix
Administration Tool when used via the GUI on Windows or when

used via the command line on Windows/Linux.
For details, see Server audit logs and Logging.

Get more flexibility in writing relevance statements with regular

expressions by leveraging the Perl Regular Expressions standard

BigFix Platform 10.0.8 makes available a new client inspector
which allows writing regular expressions based on the Perl
Regular Expressions standard. This capability is available on

Windows only.
For details, see regular expression.
BigFix Agent supports RHEL systems with FIPS mode enabled

You can now install the BigFix Agent on Red Hat systems where
FIPS mode is enabled. This is possible as the RPM package
delivered with BigFix Platform 10.0.8 supports the sha256 digest


https://developer.bigfix.com/relevance/reference/regular-expression.html
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in the RPM header, adding another level of security, required to

deal with systems in FIPS mode.

For details, see Red Hat Installation Instructions (on page
247).

Enhanced flexibility for handling Linux BigFix services via full systemd

support

BigFix Platform 10.0.8 introduces full support for the systemd
services for all main Platform components while still supporting

init.d for backward compatibility.
For details, see Managing the BigFix Services (on page 206).
Simplify troubleshooting via new installation logs

BigFix Platform 10.0.8 makes available new installation log
files for fresh Windows/Linux installations and upgrades. This

release also improves logging capabilities for CDT installations.
For details, see Logging (on page 503).

Enhanced prefetch actionscript command to deal with sites
implementing the HTTP to HTTPS redirection

BigFix Platform 10.0.8 adds the capability for the prefetch
actionscript command to deal with HTTP to HTTPS redirect
requests. The prefetch command will handle the redirections

both for server/relay and client.
For details, see Managing Downloads.
Upgrade from SQL Server Native Client to Microsoft ODBC Driver

Platform 10.0.8 moves from supporting and shipping SQL Server
Native Client 2012 to supporting and shipping the Microsoft
ODBC Driver 17.

Given some differences in how the two drivers can be
configured, any customization of the BigFix ODBC data sources

done prior to upgrading to Version 10.0.8 might no longer work
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as expected after upgrading to Version 10.0.8. Therefore, if
starting from a non-default configuration, after upgrading to
Version 10.0.8, it is recommended to review and verify the
consistency and effectiveness of the BigFix ODBC data source
configurations.

For details, see Configuring ODBC data sources.

Get a more current view of your infrastructure via the new automatic

clean-up approach for proxied endpoints

The Plugin Portal now implements a clean-up process for
proxied endpoints, allowing to automatically delete proxied
endpoints that are no longer discovered by the plugins (both
cloud and MDM). This will help you to get a more up-to-date

status of your infrastructure.
For details, see Discovering cloud resources.

Use the Computer Remover to implement different clean up policies for

native and proxied endpoints

The Computer Remover is now able to deal with both native and
proxied endpoints. You can use Computer Remover to specify
the type of endpoint and implement different clean up policies
based on that. Additionally, the new version of the Computer
Remover reduces to 7 days the minimum value accepted for the

“Remove Deleted Computers” option.
For details, see Computer Remover (on page 282).
BigFix Console logging and diagnostics

Improvements have been made in logging and diagnostic
approaches for the BigFix Console, to better understand system
capability and bottlenecks. A future publication will provide

guidance on leveraging this capability.

Added support for BigFix Agent
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Added support for BigFix Agent running on:

« Amazon Linux 2 on ARM Graviton 64-bit.

« Amazon Linux 2023 x86 64-bit.

» Amazon Linux 2023 on ARM Graviton 64-bit.

« Oracle Enterprise Linux 9 x86 64-bit.

* Red Hat Enterprise Linux 9 PPC 64-bit LE on Power 9 and
Power 10.

* Rocky Linux 8 x86 64-bit.

« Rocky Linux 9 x86 64-bit.

Library upgrades

« The libcURL library was upgraded to Version 7.86.0.

« The libssh2 library was upgraded to Version 1.10.0.
 The ICU library was upgraded to Version 54.2.

 The JQuery Ul library was upgraded to Version 1.13.2.
« The SQLite library was upgraded to Version 3.39.3.

Patch 7
Enable Direct Download based on network

This new feature enables you to allow the Direct Download only

for BigFix Clients connected to a specific subnet.
For details, see Managing Downloads.
Restart download after Relay switch

This new feature allows you to interrupt the download in

progress on a Relay switch.
For details, see Managing Downloads.

Enhanced site Rest API to show the site display name and NMO

permissions
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BigFix Platform 10.0.7 introduces enhancements to the site Rest
API to return a new element which consists in the site display
name as shown in the BigFix Console. The site Rest API has
also been enhanced to show the requester permissions on a

specified site.
For details, see Site.
Retrieve VM Custom Attributes via the VMware Cloud Plugin

Starting with BigFix Platform 10.0.7, the VMware Plugin can
also retrieve VM Custom Attributes, in addition to the current
retrieved properties. This information is visible in the BigFix
Console and in the WebUI.

For details, see The cloud analyses data.
Client certificate

To comply with the modern industry standards, the lifespan of

BigFix Agent client certificates will be reduced to 13 months.
For details, see Client certificate.
Web Reports reauthentication

To enhance security for Web Reports, changes to some specific
pages now require to re-authenticate using your current
credentials.

For details, see Performing the reauthentication.
Added support for BigFix Relay

Added support for BigFix Relay running on:

 Red Hat Enterprise Linux 9 x86 64-bit.
« Ubuntu 22.04 LTS x86 64-bit.

Added support for BigFix Agent

Added support for BigFix Agent running on:


https://developer.bigfix.com/rest-api/api/site.html
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* AIX'7.2 on Power 10.

« AIX 7.3 on Power 9 and Power 10.

« Debian 11 x86 64-bit.

» MacOS 13 ARM/x86 64-bit.

 Red Hat Enterprise Linux 8 on Power 10.
* Red Hat Enterprise Linux 9 x86 64-bit.

» SUSE Linux Enterprise 15 on Power 10.
« Ubuntu 22.04 LTS x86 64-bit.

Added support for Active Directory 2016 or 2019

Added support for Active Directory 2016 or 2019 with
Forest functional level Windows Server 2016 and Enterprise
Certification Authority for BigFix Server running on Windows
only.

For details, see Integrating the Windows server with Active
Directory.

Library upgrades
« The libcURL library was upgraded to Version 7.83.1.

Patch 6
Added support for BigFix Agent

Added support for BigFix Agent running on Raspberry Pi OS 11
on Raspberry Pi 4.

Performance improvements in the Plugin Portal to reduce RunAction

execution time

The Plugin Portal supports full BigFix scale for cloud and
mobile devices and is now more efficient than ever. Memory
requirements have been reduced by 89% per plugin, with an 18%

improvement in the Run Actions execution time.
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Library upgrades

« The OpenSSL library was upgraded to Version 1.0.2zd.
« The zlib library was upgraded to Version 1.2.12.

« The jQuery library was upgraded to Version 3.6.0.

« The jQuery Ul library was upgraded to Version 1.13.1.

Patch 5
Specify custom installation path for the Plugin Portal

When installing the Plugin Portal on Windows, you can now

specify a custom installation path.
For details, see The Plugin Portal.
Added the possibility of limiting AWS plugin scanned regions

When installing the AWS plugin, you can now specify the allowed

regions.

For details, see Limit AWS Regions to restrict the scope of

device discovery.
Added support for BigFix Server and BigFix Console

Added support for BigFix Server and BigFix Console running on
Windows Server 2022.

Added support for BigFix Relay

Added support for BigFix Relay running on Tiny Core 12.

Library upgrades

« The libcURL library was upgraded to Version 7.79.1.
 The OpenSSL library was upgraded to Version 1.0.2zb.

Patch 4

AWS IAM role support


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Users_Guide/c_aws_limit_scan_region.html
https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Users_Guide/c_aws_limit_scan_region.html
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You can now take advantage of AWS IAM roles to perform cloud
instance discovery and management. This adds further flexibility
in the management of AWS credentials as permissions may now
be leveraged either through IAM users or through IAM roles.

For details, see Installing cloud plugins.
Simplified action targeting to correlated endpoints

You can now create computer groups based on properties
retrieved on endpoints both by the BigFix Agent and the Plugin
Portal. This will allow for example creating groups for cloud
endpoints based on the properties associated to the cloud
instances which you can, then, use to target actions to be run by
the BigFix Agent.

For details, see Creating Server Based Computer Groups.

Reduce network traffic by limiting PeerNest UDP messages on specific
subnets

When using the PeerNest feature, you can now reduce the
network traffic associated to PeerNest UDP messages
exchanged by the endpoints connected to the same subnet. This
can be useful in situations where you have a number of BigFix
Clients running in a VPN infrastructure.

For details, see Working with PeerNest.
Leverage on MS-PowerShell on ActionScript

Beside BigFix Action Script, UNIX Shell Script and AppleScript
you can now also leverage on MS-PowerShell for Action Scripts.
For details, see:

« Edit Actions Tab
« Action Script Tab
« Pre-Execution Action Script tab

« Post-Execution Action Script Tab
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Simplify BigFix Agent deployments with improved CDT Ul

The User Interface of the Client Deployment Tool (CDT) has
been enhanced to allow users to provide more easily inputs with
multiple client settings and credentials. This will speed up the
BigFix Agent deployment in scenarios where you have multiple
targets and the targets have different credentials or you need to

specify multiple custom client settings.

For details, see Deploying clients from the console (on page
219).

Enhanced visibility of licensing information

The BigFix License Overview Dashboard has been improved to
provide a better visibility of the licensing information associated
to your BigFix deployment. You can now have better insights

on the status of the different entitlements as well as get a
better understanding of the BigFix offerings your endpoints are

subscribed to.
For details, see License Overview dashboard.
Support 5x more endpoints through a single Plugin Portal instance

In BigFix 10.0.4, the Plugin Portal management capabilities have
grown from 10,000 to 50,000 endpoints per instance. This in turn
will reduce your total cost of ownership in scenarios where you

have to manage a high number of cloud or MCM endpoints.
For details, see The Plugin Portal.
Added support for BigFixConsole

Added support for BigFix Console running on:

» Windows 11 21H2.
» Windows 11 22H2.
» Windows 11 23H2.
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Added support for BigFix Relay

Added support for BigFix Relay running on:

* Tiny Core 11.

» Windows Server 2022.
* Windows 11 21H2.

» Windows 11 22H2.

* Windows 11 23H2.

Added support for BigFix Agent

Added support for BigFix Agent running on:

» Windows Server 2022.

* Windows 11 21H2.

» Windows 11 22H2.

» Windows 11 23H2.

» MacOS 12 ARM/x86 64-bit.

Security vulnerabilities and library upgrades

« The libcURL library was upgraded to Version 7.77.0.
» The OpenLDAP library was upgraded to Version 2.4.58.
- The SQlite library was upgraded to Version 3.35.5.

Patch 3
Added support for BigFix Relay, Console and Agent

Added support for BigFix Relay, Console and Agent running on
Windows 10 Version 22H2.

Added support for BigFix Relay, Console and Agent

Added support for BigFix Relay, Console and Agent running on
Windows 10 Version 21H2.

Added support for BigFix Relay, Console and Agent
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Added support for BigFix Relay, Console and Agent running on
Windows 10 Version 21H1.

Added support for BigFix Agent

Added support for BigFix Agent running on MacOS 11 ARM64.

Security vulnerabilities and library upgrades

» The SQLite library was upgraded to Version 3.34.1.
» The OpenLDAP library was upgraded to Version 2.4.56.
 The OpenSSL library was upgraded to Version 1.0.2y.

Added property to the operating system inspector

A new property named di spl ay ver si on was added to the

oper ating syst eminspector. This property returns the Windows
operating system version and returns valid information only for
Windows 10 20H2 and later Windows 10 versions.

Patch 2
Install BigFix Agent on AWS or Azure VMs by using cloud APIs

You can now install the BigFix Agent in AWS and Azure
environments by leveraging the cloud provider services and
APIs. With this enhancement, you can speed up the deployment
of agents without the need for deploying and configuring the
Client Deploy Tool (CDT), and providing OS access credentials
for target cloud instances.

For details, see BigFix Agent installation on cloud resources.

Improved performance and resilience via guided tuning of the MS-SQL
configuration

The installer now checks for and optionally adjusts suboptimal
configuration in terms of DoP (Degree of Parallelism) and CTFP

(Cost Threshold for Parallelism) of an SQL Server instance. In
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case of configuration issues that cannot be solved automatically,

you are provided with enough background and guidance.

For details, see SQL Server parallelism optimization (on page
492).

Leverage Docker images for root server DB in Windows

You can now leverage official Ubuntu-based images of MS SQL
Server for Docker as a remote database for the Windows BigFix
root Server. Platform 10.0.2 officially certifies the MS SQL Server
2017 and MS SQL Server 2019 Docker containers.

For details, see Detailed system requirements.
Improved PeerNest behavior in case of large payloads

Starting with this release, you can elect peers to download files
based on the peer cache size too - only specific clients will
download large files directly from the Relay. This prevents clients
not having enough cache from initiating downloads which in
turns helps increase efficiency and reduce network bandwidth
utilization.

For details, see Peer to peer mode.

Accelerate responses by allowing clients to use additional CPU in
download phase

You can now speed up the operations to evaluate the hash
(sha1/sha256) code of downloaded files by temporarily
directing the BigFix Client to use additional CPU. This results in
a consistent time optimization for the download phase since the
time required for the hash evaluation decreases as the engaged
CPU increases.

For details, see List of settings and detailed descriptions.

Added support for BigFix Server
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Added support for BigFix Server running on Red Hat Enterprise
Linux (RHEL) 8 x86 64-bit.

Added support for BigFix Relay

Added support for BigFix Relay running on Raspbian 10 on
Raspberry Pi 4.

Added support for BigFix Agent

Added support for BigFix Agent running on:

» Debian 10 x86 64-bit.
» MacOS 11 x86 64-bit.
» Ubuntu 20.04 LTS PPC 64-bit LE on Power 8.

Added support for new database levels

- DB2 Version 11.5.4/11.5.5/11.5.6 /11.5.7/11.5.8/
11.5.9 Stardard Edition support.

Note: Ensure that you upgrade BigFix to Version 10
Patch 2 or higher, before upgrading DB2 11.5.0 to
11.5.4/11.5.5/11.5.6 /11.5.7/11.5.8/11.5.9.

 Microsoft SQL Server 2019 support.
« Microsoft SQL Server 2017 and 2019 deployed in a docker

container.

New RPM package required

Starting from Patch 2, the unixODBC RPM package is a
prerequisite for the Server components on Linux systems (see

Server requirements (on page 55)).
Upgraded libraries

The libcURL file transfer library level was upgraded to Version
7.73.0.
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Patch 1
Discover and report cloud assets, now also from Google Cloud Platform

With this feature, you can discover and manage visibility of your
cloud assets across different cloud providers by using the Plugin
Portal and plugins technology. To install the BigFix client on your

discovered cloud assets, use the WebUI or the BigFix Console.
For details, see Extending BigFix management capabilities.
Get more from audit logs

The audit log service now provides more details about logging in
and out of the BigFix Server, and information on the IP addresses

that the clients use to access the server.
For details, see Server audit logs.
Enhanced security of TLS connections with support for Forward Secrecy

You can now leverage on the ephemeral Diffie-Hellman (DHE)
and ephemeral elliptic curve Diffie-Hellman (ECDHE) for key
exchange to increase the level of security of your deployment.

For details, see Using the DHE/ECDHE key exchange method.

Mitigate network impact and bandwidth requirements with clients
connected through VPN

You can now configure BigFix Client to take payloads directly
from the internet based on a configurable list of sites. This helps
you mitigate the network impact and bandwidth requirements
associated with BigFix Relays that serve BigFix Clients
connected through a VPN.

For details, see the configuration setting named
_BESd i ent _Downl oad_Di r ect Recovery described in List of
settings and detailed descriptions.

Use Microsoft Office 365 as the email server for WebReports
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In the earlier versions of BigFix Platform, Web Reports could only
contact email servers by using the basic authentication over
SMTP. In this release, you can schedule the sending of reports by
using the Office 365 email server with OAuth 2.0 and credentials

grant flow.
For details, see Setting Up Email.
Added support for BigFix Relay

Added support for BigFix Relay running on Ubuntu 20.04 LTS on
Intel.

Added support for BigFix Agent

Added support for BigFix Agent running on:

« Ubuntu 20.04 LTS on Intel.

« Windows 10 Enterprise for Virtual Desktops.

Note: For Windows 10 Enterprise for Virtual
Desktops, the relevance expression "product info
string of operating system" returns “Server RDSH".

This limitation is valid for Patch 1 only.

Other enhancements

« Modified the installer to remove the setup of SQL Server
2016 SP1 - Evaluation from the options of the BigFix

evaluation installation.

For details, see Performing an evaluation installation (on
page 88).

« Enhanced serviceability of PeerNest and BigFix Client
debug log with more information and the possibility to

rotate and set a maximum size.

For details, see List of settings and detailed descriptions.
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« Improved Client Deploy Tool (CDT) wizard. Simplified the
installation process for clients that are discovered by the

cloud plugins.

For details, see Installing the BigFix Agent on discovered
resources.
« Upgraded the following external libraries:
> The libcURL file transfer library level was upgraded to
Version 7.69.1.
> The Codejock library was upgraded to Version
19.2.0.
> The jQuery library was upgraded to Version 3.5.1.

Version 10
Multicloud support

BigFix 10 provides you with a single, comprehensive view of

all your endpoints, regardless of whether they are in the cloud
or on premise. This feature extends the BigFix capabilities

to eliminate unmanaged cloud blind spots in your Amazon
Web Services, Microsoft Azure, and VMware environments by
using native cloud APIs to discover unmanaged servers across
multiple cloud providers simultaneously. With this feature, you
can also easily deploy the BigFix agent to provide deeper levels
of visibility and control in order to bring your cloud devices into

full management.

For details, see Extending BigFix management capabilities and

Configuring cloud plugins.
Enhanced security with an option to deploy relays as authenticating

As a BigFix Administrator, you can now choose to install Relays
as authenticating at the time of deployment. By using this

option, you can streamline the best practice of securing and
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configuring the internet-facing relays, thereby safeguarding your
environment and data against threats.

For details, see Authenticating relays.
Improved support for multiple Web Report servers for REST API calls

When you have multiple BigFix Web Reports servers in your
environment, you can define a priority order in which you want
specific queries sent to the REST API. This feature introduces
more flexibility to the way you control your integrations, while

avoiding potential impacts to your operational environment.

For details, see https://developer.bigfix.com/rest-api/api/

webreports.html.
Enhanced logging for the BigFix agent

The BigFix agent logs now include additional endpoint
identification information (including OS, hostname, and
IP address) and relay selection data to help you improve

serviceability and simplify troubleshooting.

Other enhancements

« Improvements to the Take Action Dialog to avoid targeting
‘all computers’ by default.
* Introduced MAC address as a reserved property.
« Added support for:
> BigFix Server on Windows Server 2019.
> BigFix Relay on SUSE Linux Enterprise Server (SLES)
Version 15 on AMD/Intel.
o BigFix Relay on Red Hat Enterprise Linux Version 8
x86 64-bit on Intel.
> BigFix Relay and Agent on Amazon Linux 2.


https://developer.bigfix.com/rest-api/api/webreports.html
https://developer.bigfix.com/rest-api/api/webreports.html
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Note: For Amazon Linux 2, both the relay
and the client packages are the Red Hat

Enterprise Linux 6 packages.

> BigFix Agent on Oracle Enterprise Linux 8 on Intel.
o BigFix Agent on Red Hat Enterprise Linux 8 PPC 64-
bit LE on Power 8 and 9.
> BigFix Agent on SUSE Linux Enterprise Server (SLES)
Version 15 on s390x.
« The OpenSSL toolkit level was upgraded to Version 1.0.2u.

0S and database support changes

BigFix 10 introduces some changes to the minimum supported
versions of operating systems and databases for various BigFix
components. Notable among these changes is that the BigFix 10

Server now requires:

* Either Windows Server 2012 R2 or later + SQL Server 2012
or later.

« Or Red Hat Enterprise Linux Version 7 + DB2 Version 11.5
GA.

For details, see Detailed system requirements.

Architectural components overview

The BigFix system encloses different components. Main components are:
BigFix Agents:

They are installed on every computer that you want to manage using BigFix.
A computer on which the BigFix agent is installed, is also referred to as client.
Clients access a collection of Fixlets that detects security exposures, incorrect

configurations, and other vulnerabilities. The client can implement corrective
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actions received from the console through the server. The BigFix client runs

undetected by users and uses a minimum of system resources.

BigFix also allows the administrator to respond to screen prompts for those
actions that require user input. BigFix clients can encrypt their upstream
communications, protecting sensitive information. To acknowledge all the
Operating Systems that the BigFix Client software supports, please refer to the

BigFix Support Matrix.
BigFix Servers:

Offer a collection of interacting services, including application services, a
web server, and a database server, forming the heart of the BigFix system.
They coordinate the flow of information to and from individual computers
and store the results in the BigFix database. The BigFix server components
operate quietly in the background, without any direct intervention from the
administrator. BigFix servers also include a built-in Web Reporting module
to allow authorized users to connect through a web browser to view all

the information about computers, vulnerabilities, actions, and more. BigFix

supports multiple servers, adding a robust redundancy to the system.

To acknowledge all the Operating Systems that the BigFix Server software
supports, please refer to the BigFix Support Matrix.

Note: On Windows, as of BigFix V10, Server and Web Reports

components support only 64-bit architecture.

BigFix Relays:

Increase the efficiency of the system. Instead of forcing each networked
computer to directly access the BigFix server, relays spread the load.
Hundreds to thousands of BigFix clients can point to a single BigFix Relay for
downloads, which in turn makes only a single request to the server. BigFix
Relays can connect also to other relays, further increasing efficiency. A BigFix

Relay need not be a dedicated computer.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0104120
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0104120
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To acknowledge all the Operating Systems that the BigFix Relay software
supports, please refer to the BigFix Support Matrix.

As soon as you install a BigFix Relay, the clients in your network can

automatically discover and connect to them.
BigFix Consoles:

Join all these components together to provide a system-wide view of all the
computers in your network, along with their vulnerabilities and suggested
remedies. The BigFix Console allows an authorized user to quickly and simply
distribute fixes to each computer that needs them without impacting any other
computers in the network.

To acknowledge all the Operating Systems that the BigFix Console software
supports, please refer to the BigFix Support Matrix.

Note: The computer where the Console runs requires network access

to the BigFix server.

Note: On Windows, as of BigFix V10, the Console component supports
only the 64-bit architecture.

BigFix Client Deploy Tool:

Allows you to install Windows, UNIX and Mac target computers in an easy

way.
BigFix Plugin Portal:

Helps you manage cloud devices as well as modern devices enrolled in your
BigFix deployment.

BigFix WebUI:

A cross-platform user interface that lets you perform actions on devices,

perform deployments and manage reports.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0104120
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0104120

Chapter 2. BigFix Platform Unicode Support
Overview

BigFix Platform V10 gathers data from BigFix clients deployed with different code pages

and languages, encode the data into UTF-8 format, and report it back to the BigFix server.

This capability is useful when your environment has clients with different code pages and
the client reports contain non-ASCII characters. It is supported only if all BigFix components
(server, relays, clients) are upgraded to V10. To achieve this result, the masthead file has
been modified. After it is propagated to the clients and the new values become active, all
the client reports containing non-ASCII characters are displayed correctly on the BigFix
console, even if the reports come from clients with code page different from the BigFix
server code page. The BigFix console works also if installed on a system with local
encoding different from the BigFix server encoding by getting the BigFix server encoding

and the report encoding from the masthead.

Starting in version 9.5.13, to gather sites that contain non-ASCII fixlets on Linux computers,
you must enable the _BESGather_Download_AllowNoStopTranscoding configuration setting.

For details, look up the setting in List of settings and detailed descriptions.

To understand how this feature works, read about the concepts of FXF encoding and report

encoding.
FXF encoding

Affects the top-down data flow, that is, the encoding of the data that flows

from the BigFix server to the BigFix clients (such as actions, site subscriptions,

computer groups, and more).
Report encoding

Affects the bottom-up data flow, that is, the encoding of data that flows from

the BigFix clients to the BigFix server.

! Important: Before upgrading BigFix server to V10, it is required that it is at vV9.5.10

or later.
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Note: The language in which the Web Reports component is displayed is
determined by the browser settings. For example if your browser language is

Japanese, then you will see Web Reports in Japanese.

Masthead encoding parameters

The masthead file has been modified to contain the following two new parameters:

x-bes-fxf-charset: codepage _data fromserver_to_clients (for
exanpl e: Wndows_1252)

X-bes-report-charset: utf-8

where:
x-bes-fxf-charset

Represents the FXF encoding and affects the encoding of the data that is sent
from the BigFix server to the BigFix clients (such as actions, site subscriptions,
computer groups, and more). Its value is determined by the code page of the
system where the BigFix server component is installed, and, for both Windows
and Linux systems, can assume one of the values listed in the Code Pages

supported by Windows page.
x-bes-report-charset

Represents the report encoding and affects how BigFix clients encode their

reports before sending them to the BigFix server. Its value is always utf-8.

Top-down data flow: from the BigFix server to the
clients

The encoding capability when sending data from the BigFix server to BigFix clients is the
same as BigFix V9.2; UTF-8 support of the top-down data flow is not available in BigFix. The
top-down data flow (such as actions, site subscriptions, computer groups, custom sites, and

more) works only if you use non-ASCII data that belongs to the FXF encoding.


https://msdn.microsoft.com/en-us/goglobal/bb964654.aspx
https://msdn.microsoft.com/en-us/goglobal/bb964654.aspx
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For example, if you try to create a custom site whose name contains characters different
from the FXF encoding (suppose FXF encoding is Windows 1252, and the name of the

site is Sit e_al bért o, where character é is specific to the Windows 1250 encoding), the
BigFix console displays an error message. The same error occurs when trying to create this

custom site using the REST APl or Command-Line Interface (CLI).

On BigFix servers running on Windows systems the installer sets the FXF encoding (x- bes-

f xf - char set ) in the masthead without any user interaction.

On BigFix servers running on Linux systems the installer shows the x- bes- f xf - char set
setting to the user, proposing a default value and allowing the user to confirm or change it.

You can also change it by using the ENCODE_VAL UE response key in the silent installations.

Bottom-up data flow: from BigFix clients to BigFix
server

BigFix Platform V10 uses UTF-8 as the standard encoding system to send reports from
BigFix clients to BigFix server. The x- bes-r eport - char set parameter is set to utf-8 in the

masthead and its value cannot be changed.

In this way, any text character is efficiently represented and handled, regardless of the

language, application, or platform that you are working on.

After upgrading a BigFix server to V10, the updated masthead with the new x- bes-
f xf - charset and x- bes-report - char set parameters is propagated through the whole

deployment.

If the value of the x- bes- f xf - char set in the updated masthead is different from the value
of the FXF encoding that the client was using before the upgrade, then the BESO i ent

process must be restarted for the new value to become effective.

Note: After upgrading BigFix to V10, the fi I | db process on clients might fail if the
filldb buffer directory contains reports that use an unexpected report encoding
value, for example Repor t Encodi ng: hp-ronman8. If so, clean up the fil | db buffer

directory containing the reports and then restart fi I | db.
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Unicode support requirements and limitations

This is a list of BigFix Platform V10 requirements and limitations when using non-ASCII

characters:

« BigFix installation:
> The BigFix components (server, relays, WebReports) must be installed on
systems whose hostname contains only ASCII characters.
> The installation paths of the components must contain only ASCII characters.
> The License Key Password cannot contain double quotes and cannot be longer

than 35 characters.

« BigFix upgrade to V10:

> You can upgrade BigFix server to V10 only manually.

o After the upgrade, passwords containing non-ASCII characters are corrupted
and users can no longer log in. In this case, before using the product, you must
reset this type of password. When resetting the corrupted password, you can
choose to use the same password or a new password that can have non-ASCI|
characters.

> You might encounter issues upgrading a BigFix client having settings whose
names or values contain non-ASCII characters. If custom settings with these
names or values exist, check they are still valid after upgrading to V10.

o After the upgrade, non-ASCII characters input in action message tabs might
be garbled on Client user interfaces because of missing character sets, when
the BigFix deployment encoding code page is different from the client code
page. As a workaround, you can edit the / usr/share/fonts/ | i beration/
fonts. dir file to remove references to fonts that do not exist, and correct the
font count at the beginning of the file to match those actually found. It must
also be noted that including the xor g- x11- f ont s- m sc font package might
provide the missing character sets for certain localized installations.

o After the upgrade of the BigFix Server to V10, if you have settings with non-ASCII
characters on clients earlier than V10, you might need to reset them.

o After upgrading BigFix to V10, the fi | | db process on clients might fail if

the fi 1| db buffer directory contains reports that use an unexpected report
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encoding value, for example Repor t Encodi ng: hp-roman8. If so, clean up the
fill db buffer directory containing the reports and then restartfi | | db.
> The License Key Password cannot contain double quotes and cannot be longer

than 35 characters.
« BigFix proxy agent:

Subscription to computer groups containing special characters in the name is not
correctly evaluated by devices managed by the BigFix proxy agent. Avoid special
characters in the computer group names.
- BigFix interfaces:
> The BigFix interface generally allows only characters belonging to the FXF
encoding (that is the value assigned to the x- bes- f xf - char set ). For example,
if a user tries to create a custom site whose name contains characters other
than FXF encoding (suppose x- bes- f xf - char set parameter is Windows 1252,
and the name of the site is Si t e_al bért o, where character € is specific to
the Windows 1250 encoding), the BigFix console displays an error message.
The same error occurs when trying to create the custom site via REST API or
Command-Line Interface (CLI). This rule does not apply to Operator Name and
Fixlet Description that allow non-ASCII characters.
> Operators with non-ASCII characters in the user name might have problems to
log in through REST API. It is recommended that your REST API client uses the
UTF-8 encoding format.
> The BigFix APls, including server, client, dashboard, and Web Reports, support
only UTF-8 encoding.
> Situations in which non-ASCII data is used might change behavior. For example,
manually percent encoded data in an action script might be decoded assuming
a different encoding than in previous client versions, resulting in a different

action operation.

* Files:
> The name of a custom site can contain only characters belonging to the FXF
encoding (that is the value assigned to the x- bes- f xf - char set parameter).
When a user creates a new custom site, BigFix console and REST APIs will

block any input names that contain characters outside that set. If a client of the
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deployment has a local OS encoding other than the FXF, a local client user might
not be able to display the name of the Subscribe or Unsubscribe files correctly.

o Files that are added to custom sites must be ASCIl named.
* Linux and the Windows HTTP servers:

Both the Linux and the Windows HTTP servers now accept both raw UTF-8 encoded
URLs as well as percent encoded UTF-8 URLs .

« Client Relevance:
Client relevance supports characters in FXF encoding (the value assigned to the
x- bes- f xf - char set parameter). Session relevance supports Unicode characters
because it uses UTF-8 encoding with all interfaces (that is.BigFix console,
WebReports, REST API, SOAP API). The following session relevance inspector, which

allows you to get the FXF encoding of a BigFix Server is available:

fxf character set of <bes server>: string
« Key exchange:

The BigFix client can include passwords with ASCII characters only in its key
exchange with the authenticating relay.
* Log files:
o Product log files are always UTF-8 encoded. On platforms other than Windows,
log paths and file names must contain ASCII characters only.
o |If you change the name or the path of the client log in the _BESClient_EMsg_File
setting, to avoid character display problems, ensure that you use names that

have only ASCII characters.
- DB2 Administrative user password:

You can use only ASCII characters when setting the DB2 Administrative user
password.
* Download and upload:
> Dynamic download of URL having non-ASCII characters fails on Windows
clients. The URLs in the file should be percent encoded UTF-8 to avoid this kind
of issue.

For example the URL:
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[t mp/ downl 6ad
should be represented as:

[t mp/ dYEC39B2wnl YC39B2%C3%A0d

> From Macintosh clients V9.2 or earlier, you cannot upload files with file name
containing non-ASCII characters that are not contained in the server code page.
> You cannot download a file that contains non-ASCII characters in its name.

> You cannot use non-ASCI| characters in file names to be downloaded.
« Command prompt property:

Command prompt property whose font is set to Raster Fonts on the BigFix server
workstation might generate problems in displaying characters. It is recommended to
set the font to a value different from Raster Fonts.

« Earlier clients:

A client BigFix V9.2 or earlier working on a code page different from the FXF code
page might not support the file archive operation. When the name of an archived file
has a character that does not exist on the FXF code page, the file is not available on
the target directory after archive now.

« Server system locale:

Do not change the system locale on the BigFix server to avoid compromising the
server functionalities.

* Web Reports server:

Web Reports cannot aggregate data sources that have different FXF encodings. For
example, you cannot aggregate a Windows-1252 data source with a Shift-JIS data
source within the same instance of a Web Reports server.

« Fixlet Debugger (QnA) tool and QnA command line:
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> The Fixlet Debugger graphical breakdown window can only render 256 unique
text characters. Relevance text characters outside the supported range will be
replaced by an 'X' with inverted foreground and background colors.

o If you want to use non-ASCII characters in the QnA tool, ensure that the font
in the command prompt properties of your workstation is set to a value
compatible with non-ASCII characters, otherwise characters might not display

correctly. Alternatively, use only ASCII characters.
* Client settings:

Setting names on BigFix V10 UNIX and Linux clients cannot contain any of these three
characters: "]" (right square bracket), "\" (backslash), "=" (equals) If you use any of
these characters in a setting name, the Add Setting will appear to succeed but the
setting will be either missing or corrupt. It is also possible that neighboring settings
might be affected adversely.

* BES Support:

> Fixlets are not properly displayed when BigFix was installed using the
Korean language. In particular, the Take Action drop-down list is blank. As a
workaround, either reinstall BigFix by selecting a language different from Korean
and create a new masthead, or create a custom site and copy the tasks/Fixlets/
analyses from the BES Support site to the custom site.

o If the task 2283-WARNING: BES Client has local codepage limiting content is
relevant for a client, the local codepage of the client has some limitations and
might be able to understand only ASCII as the codepages are not in common
with the codepage of the server. A simple restart of the client service could
address the issue. Because on some platforms the default installation is only
available in ASCII (AIX for example) , as a workaround you should install the

Unicode language functionality.

Reading and writing files in the specific encodings

BigFix agent uses UTF-8 as the internal representation of strings.

When data is written to a file or read from a file, text is transcoded from the local encoding

to UTF-8 or viceversa, unless the file is already UTF-8. Using the encoding inspector, you can
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now specify to read and write a file in a specific encoding. You can use the inspector in an

action or in a relevance expression:

« To read a file in a specific encoding you can specify the encode inthefile content,
file lineand file sectioninspectors.
« To write a file in a specific encoding you can specify the acti on uses fil e encoding

command along with the appendfil e andcreatefile until commands.

Background information

When files are written, by default, the BigFix agent assumes that the encoding is the local
one.

On a client with local encoding different from UTF-8 (like Windows), text data is transcoded
from UTF-8 to the local encoding. Using the encode inspector you can now specify what
encoding must be used to read and write files.

When files are read, if the Byte Order Mark (BOM) is set, file encoding is determined based

on the BOM. Otherwise, the content of file is assumed to be in the local encoding.

Note: Inspectors and the Action Script language no longer handle binary file

contents, because file is transcoded to or from UTF-8.

Reading file inspectors

You can use the inspector object encodi ng to specify an encoding to be used to read file in

a relevance expression.

If you don't specify any encoding, the files are read in the local encoding. The encodi ng

objectis usedtoread afil e as the following:

file "fil ename"” of encodi ng "encodi ng"

The encodi ng might be any name which ICU can recognize, such as | SO 8859- 1, Shi ft _JI S,
and UTF- 8.


https://developer.bigfix.com/relevance/reference/file-content.html
https://developer.bigfix.com/relevance/reference/file-line.html
https://developer.bigfix.com/relevance/reference/file-section.html
https://developer.bigfix.com/action-script/reference/file/appendfile.html
https://developer.bigfix.com/action-script/reference/file/appendfile.html
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Using this encodi ng object, you can affect the behaviors and results of relevance

expressions using the following objects:

« file content
« file line

« file section

Here some simple examples:

(content of file "c:\aaa\bbb.txt" of encoding "Shift_ JIS")
cont ai ns "??"
# Return if the word "??" is found in the file "c:\aaa\bbb.txt" that

is witten in Shift JIS

line 3 of file "eee.txt" of folder "/ccc/ddd" of encoding
"W ndows- 1252"
# Return the third line of the file "/ccc/ddd/eee.log" in Wndows-1252

lines of file "/fff/ggg.txt" of encoding "UTF8"
Return the Iines of the file "/fff/ggg.txt" in UTF8

lines of file "/hhh/iii.txt" of encoding "ISO 8859-1"
Return the lines of the file "/hhh/iii.txt" in | SO 8859-1

You can use the encodi ng object by adding it after the keywords listed below to create fil e

objects:

- file

« folder

« download file

« download folder

« find file <string> of <folder>
« x32 file (Windows only)

« x32 folder (Windows only)


https://developer.bigfix.com/relevance/reference/file-content.html
https://developer.bigfix.com/relevance/reference/file-line.html
https://developer.bigfix.com/relevance/reference/file-section.html
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* x64 file (Windows only)

- x64 folder (Windows only)

« native file (Windows only)

- native folder (Windows only)
« symlink (Unix only)

« hfs file (Mac only)

« posix file (Mac only)

« hfs folder (Mac only)

- posix folder (Mac only)

The encodi ng object cannot be used with creation methods for Mac's special folders such
as appl e extras fol der,orapplication support folder.Forsuch folders, you can uses

the f ol der object by specifying their paths.

Note: If you try to open a file with an encoding using the encodi ng object and the
file has a BOM, the file is opened in the encoding indicating the BOM,; that is, the

specified encoding is ignored.

Note: If, for whichever reason, the BOM of the file does not reflect the encoding of
its content, the file line inspector fails with the U_| NVALI D_CHAR_FOUND error.

Important:

Thefil e objects must be evaluated as a property of the encodi ng object during
its creation. You cannot specify any encoding to fi | e objects which are already

created in the relevance expression:

(file "aaa.txt" of folder "c:\test") of encoding "W ndows-1252"

# Not work. The encoding will be ignored.

In this relevance expression, the file C: \ t est \ aaa. t xt is read in the local encoding,

not the Windows-1252 encoding, because a file object representing C: \ t est
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\ aaa. t xt is created first with the expression enclosed parenthesis and the

subsequent encodi ng expression is ignored.
In the following expression the file C: \ t est\ aaa. t xt is read in the Windows-1252

encoding:

file "aaa.txt" of folder "c:\test" of encoding "W ndows-1252"

Writing file with the encode command

You can use the Action Script command acti on uses file encodi ng to specify the

encoding in which to write files when using the appendfile and createfile until commands.

The encoding is effective until another encoding is specified. If you do not use the acti on
uses file encodi ng command, the appendfil e and creat efi | e commands create files in
the local encoding.

The command syntax is:

action uses file encoding encoding [ NoBOM ]

The encoding might be any name which ICU can recognize, such as |1 SO 8859- 1, Shift_JI S,
and UTF- 8. After created, the fi | e objects can be used as regularfi | e objects and you can

apply any operations applicable to text files.

To turn off the encoding change and reuse the local encoding, you can set the encoding

keyword to | ocal .

If any of the UTF encodings (UTF-8, UTF-16, or UTF-32) is specified as the value of encoding,
the file to be created will have a BOM (Byte Order Mark) at the head of it. If the client local
encoding is UTF-8 and no encoding is specified in an action, files to be created with the
action will be written in UTF-8 without BOM.

To suppress adding any BOM, you can use the option NoBOM(case-insensitive) following
the value of encoding. The NoBOMoption is effective only with any UTF encodings (UTF-8,
UTF-16, and UTF-32), and it is ignored if it is used with any other encoding name.

The following action creates a files using the Windows-1253 (Greek) encoding:


https://developer.bigfix.com/action-script/reference/file/appendfile.html
https://developer.bigfix.com/action-script/reference/file/createfile-until.html
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delete "{(client folder of current site as string) & "/__appendfile"}"
action uses file encodi ng Wndows-1253

appendfile Koékkwo ov?avé n v?xta

del ete C \encode_test.txt

move _ appendfile C: \encode test.txt

The following action creates two files the first using the Windows-1253 (Greek) encoding,

the second using the local encoding:

delete "{(client folder of current site as string) & "/__appendfile"}"
appendfile Follow ng |lines contains Geek |anguage strings

action uses file encodi ng Wndows-1253

appendfile Koékkwo ov?avé n v?xta

move _ appendfile C\Geek test.txt

/'l switch to | ocal encode

delete "{(client folder of current site as string) & "/__appendfile"}"
appendfile Follow ng lines contains English strings

action uses file encoding | oca

appendfile Am|l witing a |ocal US strings now !

delete C\tnp\local _test.txt

move _ appendfile C\tnp\local test.txt

The following action creates a file using the UTF-8 encoding without a BOM:

delete "{(client folder of current site as string) & "/__appendfile"}"

action uses file encoding UTF-8 noBOM
appendfile Hello world !!
del ete /tnp/encode_test.txt

move _ appendfile /tnp/encode test.txt

Reading and writing files with encode

Using the encode inspectors, you can also read from and write to files, having different
encoding.
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The following example shows an action that reads the first line of a file having
Windows-1253 (Greek) encoding, and writes it into a file having Windows-1252 (English)

encoding:

delete "{(client folder of current site as string) & "/__appendfile"}"
action uses file encoding Wndows-1253

appendfile

{

line 1 of file "/tnmp/ Geek.txt" of encoding "W ndows-1253"

}

del ete "/tnp/encode. txt"

move _ appendfile /tnp/encode. txt

Managing actions on clients with different local
encoding

BigFix Platform introduces the possibility to specify the names of files and folders of UNIX

clients in any encoding, even if it is different from the encoding used by the BigFix server.

You can do this by specifying the corresponding hexadecimal representation (string) of the
file and folder names, in a BigFix action. A set of commands that use binary strings is now
available for this purpose. For example, to create a new folder having the Japanese name

in UTF-8 encoding, you can submit an action script from the BigFix console by specifying

the corresponding hexadecimal value "e3838f e383ad" as follows:

bi nary nane fol der create “e3838fe383ad"

With BigFix 9.5.5 or earlier, you can only use characters in FXF character set (character set
matches to your BigFix server locale) to create files, and characters in local character set

when retrieving names.

With BigFix 9.5.6, you can specify binary names and folders but not all binary actions are

fully supported.

With BigFix 9.5.7, all binary actions are fully supported.
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In addition to the binary name folder create command used in the example, depending
on the actions to be completed on the client, you can use a set of commands that are

documented on BigFix Developer site: https://developer.bigfix.com/relevance/reference/

binary_string.html.


https://developer.bigfix.com/relevance/reference/binary_string.html#creation
https://developer.bigfix.com/relevance/reference/binary_string.html#creation

Chapter 3. Sample deployment scenarios

The following deployment scenarios illustrate some basic configurations taken from actual

case studies.

Your organization might look similar to one of the examples below, depending on the size of
your network, the various bandwidth restrictions between clusters and the number of relays

and servers. The main constraint is not CPU power, but bandwidth.

Pay careful attention to the relay distribution in each scenario. Relays provide a dramatic
improvement in bandwidth and should be thoughtfully deployed, especially in those
situations with low-speed communications. Relays are generally most efficient in fairly flat
hierarchies. A top-level relay directly eases the pressure on the server, and a layer under
that helps to distribute the load. However, hierarchies greater than two tiers deep might
be counterproductive and must be carefully deployed. Multiple tiers are generally only
necessary when you have more than 50 relays. In such a case, the top tier relays would

be deployed on dedicated servers that would service from 50-200 second-tier relays. The

following examples help you deploy the most efficient network layout.

Note that additional servers can also add robustness to a network, by spreading the load
and supplying redundancy. Using redundant servers allows failback and failover to be

automated, providing minimal data loss, even in serious circumstances.

With the correct deployment of servers and relays, networks of any size can be
accommodated. Beyond the examples shown here, your HCL support technician can help

you with other configurations.

Basic deployment

A simplified BigFix deployment, that points out the basic hierarchy and the ports used to

connect the components, is shown in the following diagram.

There is at least one server that gathers Fixlets from the Internet where they can be viewed
by the console operator and distributed to the relays. Each client inspects its local computer
environment and reports any relevant Fixlets back to the relay, which compresses the data

and passes it back up to the servers.
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The BigFix console oversees all this activity. It connects to the Servers and periodically

updates its displays to reflect changes or new knowledge about your network.

The BigFix console operator can then target actions to the appropriate computers to fix
vulnerabilities, apply configuration policies, deploy software, and so on. The progress of the
actions can be followed in near realtime as they spread to all the relevant computers and,

one by one, address these critical issues.

This diagram labels all the default ports used by BigFix, so that you can see which ports
need to be open and where. These ports were selected to avoid conflict, but if you are

currently using any of these ports, they can be customized upon installation.

Note: The arrows in the diagram illustrate the flow of information throughout the
enterprise. The arrows from the Fixlet server to the servers represent the flow of
Fixlets into your network. Clients gather Fixlets and action information from relays.
They then send small amounts of information back to the servers through the
relays. The UDP packets from the relay to the clients are small packets sent to
each client to inform them that there is new information to be gathered. The UDP
messages are not strictly necessary for BigFix to work correctly. View the network
traffic article at the BigFix support site, or ask your support technician for more

details.

Note the following about the diagram:

« Port 80 is used to collect Fixlet messages over the Internet from Fixlet providers such
as HCL.

« A dedicated port (defaulting to 52311) is used for HTTP communications between
servers, relays, and Clients.

« A dedicated port (defaulting to 52311) is used for HTTPS communications between
servers and Consoles.

* Relays are used to share the server load. This diagram only shows two relays, but you
can use dozens or even hundreds of relays in a similar flat hierarchy. Typically a Relay

is deployed for every 500-1,000 computers.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0073040
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0073040
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« The BigFix relays can also take advantage of a UDP port to alert the Clients about
updates, but this is not strictly necessary.

« The BigFix Clients are typically PCs or Workstations, but can include other servers,
dockable laptops, and more. Any device that can benefit from patches and updates is

a candidate to include in the deployment.

BigFix has far greater flexibility and potential than this simple case suggests. It is capable
of overseeing hundreds of thousands of computers, even if they are spread out around the

world. The next scenarios build on this basic deployment.

Main Office with Fast-WAN Satellites

This configuration is common in many universities, government organizations, and smaller

companies with only a few geographical locations.

This type of deployment is relatively easy to set up and administer because there are no (or

very few) slow WAN pipes to consider.
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Note the following about the diagram:
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« In this configuration, the relays are used both to relieve the server and to distribute the
communications, optimizing the bandwidth.

« This scenario has large WAN pipes, so office relays can communicate directly with
the main server. A thin WAN could force a change in the layout of the relays (see the
scenarios above and below).

« The more relays in the environment, the faster the downloads and response rates.

« Because of the nature of this network, when the clients are set to Automatically
Locate Best relay, many of the relays are the same distance away. In this scenario, the
clients automatically load-balance themselves amongst all the relays that are nearby.

« For this high-speed LAN, a relatively flat hierarchy is recommended, with all relays
reporting directly to the main server. Any extra levels in the hierarchy would only
introduce unnecessary latency. However, if there were over 50-100 relays in this

environment, another level of relays should be considered.

Disaster Server Architecture

Companies with sensitive or high availability needs might want to deploy multiple,
fully-redundant servers to maintain continuous operation even in the event of serious
disruptions. BigFix includes the important ability to add multiple, fully redundant servers: a

feature called Disaster Server Architecture (DSA).

Each server maintains a replica of the BigFix database and can be positioned anywhere in
the world. In the case of a network fracture, these servers continue to provide uninterrupted
service to the local network. As soon as the connection is reestablished, the servers
automatically reconnect and sync up. The BigFix relays and clients are also capable of

successfully recovering from such a disconnect. DSA provides the following capabilities:

« Continued service availability on both sides of a network split (automatic failover).
« Continued availability in the event of a server outage.
« Distribution of console database load during normal operation.

 Automatic failback upon reconnecting.

To take advantage of this function, you need one or more additional servers with a capability

at least equal to your primary server. All the BigFix servers in your deployment must run the
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same version of SQL Server. If your existing Server is running SQL 2016, your new servers
must run SQL 2016 as well.

For more information about using server redundancy, see Using multiple servers (DSA).

Multiple servers also help to distribute the load and create a more efficient deployment.

Here is a simple diagram of how multiple servers might be set up to provide redundancy:

Disaster Server
Architecture

Internet UKD Server

Backup Server
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In case of a failover, the specific configured relays automatically find the backup server and
reconnect the network. For more information about the relay configuration, see Configuring

relay failover.

Note the following about the diagram:

« The BigFix servers are connected by a fast WAN, allowing them to synchronize several
times per hour.

* The servers need both an ODBC and an HTTP link to operate and replicate properly.

« There is a primary server with an ID of 0 (zero). It is the first server that you install, and
it is the default server for running the BigFix Administration Tool.

« For the sake of clarity, this is a minimal configuration. A more realistic deployment
would have a top-level relay and other WAN connections to regional offices.

« The BigFix servers and relays are configured so that control can be automatically
routed around a server outage (planned or otherwise), and upon failover reconnection,
the databases are automatically merged.

- The BigFix servers communicate on a regular schedule to replicate their data. You
can review the current status and adjust the replication interval through BigFix
Administration > Replication. For the best possible performance, these pipes should
be FAT.

« This diagram only shows two servers, but the same basic architecture would apply
to each additional server. With multiple servers, a shortest-path algorithm is used to
guide the replication.

« When an outage or other problem causes a network split, it is possible for a custom
Fixlet or a retrieved property to be modified independently on both sides of the split.
When the network is reconnected on failover, precedence goes to the version on the

server with the lowest server ID.

Efficient relay setup

To increase efficiency and reduce latency, this company has set up a hierarchy of relays to

help relieve the server load.
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Each relay they add takes an extra burden off the server for both patch downloads and

data uploads. Setting up relays is easy, and the clients can be set to automatically find the

closest relay, further simplifying administration.
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Note the following about the diagram:

« There is a dedicated server computer known as the Top-Level relay that is used to

take the load off the server computer.

« All relays are manually configured to point to either the top level relay or to another

relay that is closer. The general rule for configuring relays is that you want as
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few levels as possible to the relays unless there is a bandwidth bottleneck.
Communications over thin pipes should be relay to relay. The top-level relay relieves
the server, and the secondary relay allows a single download to be distributed over
hundreds of clients.

* There is a relay in the DMZ set up with a special trust relationship with the server. This
relay allows clients in the DMZ or on the public Internet to be managed by BigFix. The
DMZ places a security firewall between the relay and the set of home computers and
laptops reporting in from the Internet.

« This diagram shows a single relay in the large regional office. However, for offices with
more than a few hundred clients, there will typically be multiple relays to effectively
distribute the load.

« As a general rule, you should deploy at least one relay per 500-1000 clients to

maximize the efficiency of the relay.

Hub and spoke

This scenario involves a main data center, a small number of large regional offices, and

many small regional offices.

This configuration is common in large international organizations. The BigFix clients
are installed on computers in offices all around the world. Many of these locations have
slow WAN connections (8 kbps-512 kbps), but there are many offices with faster WAN

connections (1Tmbps-45mbps).
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Often these locations are configured in a hub-and-spoke arrangement. This scenario builds

on the previous one, but the hub-and-spoke configuration permits more levels in the relay

hierarchy.

Note the following about the diagram:

In this scenario, the relays are carefully deployed at the proper junctions within the
WAN to optimize bandwidth. Poor placement of relays can adversely impact your
network performance.

It is vital that at least one relay is installed in every location with a slow WAN
connection. Often a company already has a server in just such a location, acting as

a file server, print server, AV distribution server, SMS distribution server or domain
controller, or any other computer. The BigFix relay is usually installed on these existing
computers.

To provide redundancy in a typical office, more than one relay should be installed.

If a relay fails for any reason (powered down, disconnected from the network, and

so on.), its attached clients can then automatically switch over to a different relay. A
redundant relay is less important in very small offices because fewer computers are
affected by the failure of a relay.

When the clients are set to Automatically Locate Best Relay, they will choose the
closest one. If any relay fails, the clients automatically seek out another relay.

You should monitor the relay configuration after the initial automated setup (and
periodically after that) to ensure that the clients are pointing to appropriate locations.
Talk to your support technician for more details about how to protect against
overloading WAN pipes with BigFix data.

Bandwidth throttling at the relay level is very helpful in this configuration. The BigFix
relays are set up to download slowly across the WAN pipes so as not to saturate the
slow links. For more information, see https://bigfix-wiki.hcltechsw.com/wikis/home?
lang=en-us#!/wiki/BigFix%20Wiki/page/Bandwidth%20Throttling.

Instead of pointing to the main server, the relays are configured to point to the top
level relay. This frees up the server to couple more tightly to the console and improves

reporting efficiency.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Bandwidth%20Throttling
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The BigFix relays are configured to manually create the optimal hierarchy. The hierarchy has

three levels (from the top down):

1. The top-level relay that connects directly to the server.
2. The regional office relays that connect to the top-level relay.

3. Multiple branch office relays that connect to specified regional office relays.

Remote Citrix / Terminal Services Configuration

Although BigFix can efficiently deliver content even over slow connections, the console
itself is data-intensive and can overwhelm a link slower than 256 kbps. Adding more Clients

further increases the lag time.

However, you can access the console remotely from a Citrix, Windows Terminal Server, VNC
or Dameware-style presentation server and realize excellent performance. Here is what this

configuration looks like:
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Note the following about the diagram:
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« In the main office, the console is set up on a computer that is close to the server for
fast data collection. This is your Presentation server.

« You must create user accounts for each remote user. These users can then access
the console quickly because the time-critical data loading is done at the main office
over a fast link.

* Your remote connection can be over HTTPS to improve security.

« Note that running a console from a Presentation server containing the private key is
inherently less secure than if the key is stored on a removable drive.

* You might be able to benefit from load-balancing software to spread the remote
accesses across multiple servers.

« The main bottleneck for a console running on Citrix is memory size. If the console
runs out of memory, its performance decreases sharply. A good technique to
determine the memory requirement is to open the console as a Master Operator.
Check the memory used: this indicates the maximum memory requirement per user.
Then log in as a typical operator and use this as your average memory requirement.
If your Citrix server can support all concurrent users with the maximum memory then
a single box suffices. If not, then use the average memory requirement per user to
determine how many extra Citrix servers you might need.

* The second constraint is CPU power. During refreshes, the console works best with a
full CPU core. This means the Presentation server will be optimized with one CPU core
running the console for each concurrent user.

« The final concern is disk space for the console cache. You can understand the size
of the cache by looking at an example on your local computer: C:\Documents and
Settings\<USERNAME>\Local Settings\Application Data\BigFix\Enterprise Console
\BES_bfenterprise. There should be enough disk space to provide one cache file for

each console operator.



Chapter 4. Requirements and assumptions

BigFix runs efficiently using minimal server, network, and client resources.

The hardware required by the server and the console depends on the number of computers
that are administered and the total number of consoles. The distributed architecture of

BigFix allows a single server to support hundreds of thousands of computers.

Server requirements
To find the latest information about the server requirements, see System Requirements .

Notes about Windows operating systems:

« Only the 64-bit architecture is supported for installing the BigFix server and Web
Reports components on Windows systems.
« The Windows firewall can be either turned off or configured to open the following two
ports:
> Port 52311 for UDP and TCP/IP
> Port 8083 for Web Reports and TCP/IP
» Windows BigFix servers cannot be migrated to Linux BigFix servers.
« Since the May 2023 WebUI update, the WebUIl component can be installed on
Windows Server 2016, Windows Server 2019 or Windows Server 2022.

Notes about Linux operating systems:

«IBMDB211.5/11.5.4/11.5.5/11.5.6/11.5.7/11.5.8/11.5.9. For information
about how to install DB2 server on Red Hat Enterprise Linux Server 64-bit, see
Installing and configuring DB2 (on page 148).

« Red Hat Enterprise Linux 8 x86 64-bit requires IBM DB2 11.5.4.

 Red Hat packages required by BigFix Linux server and Web Reports components:

ccyrus-sasl-lib.x86 64

°|i bstdc++. x86_64 and all their prerequisites
o pam x86_64

°okrb5-1ibs.x86_64


https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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°uni xODBC. x86_64

o fontconfig.x86_64 (Web Reports only)

o] i bXext.x86_64 (Web Reports only)

o | i bXrender . x86_64 (Web Reports only)

>zli b. x86_64 (Web Reports only)

°|ibpngl2. x86_64 (RHEL 7 only)

> nunact | . x86_64 (embedded DB2 installations only)
o pam i 686 (embedded DB2 installations only)
°|ibstdc++. i 686 (embedded DB2 installations only)

Installation or upgrade of the Server components on Linux installs the unixODBC RPM
package which is a prerequisite for version 10.0.2. If Yum is not configured on the
Linux system, you must manually install the unixODBC RPM package prior to running
the installation or upgrade.

« Since the May 2023 WebUI update, the WebUIl component can be installed only on Red
Hat Linux 8 (64-bit).

Disk space and other requirements

For details, see BigFix Performance & Capacity Planning Resources.

Console requirements

For details about the console requirements, see System Requirements .

The BigFix console can be installed on a laptop or any moderately-powerful computer.
However, as the number of computers that you are managing with the console increases,

you might need a more powerful computer.

The BigFix console also requires a high bandwidth connection (LAN speeds work best) to
the server due to the amount of data that needs to be transferred to the console. If you need
to remotely connect to the server across a slow bandwidth connection, it is recommended
that you use a remote control connection to a computer (such as a Citrix server or Terminal

Services computer) with a high-speed connection to the Server.

Contact your support technician for more information about console scaling requirements.


https://bigfix-mark.github.io/
https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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Note: The console is the primary interface to BigFix and manages a great deal of
information about the clients. If the console computers are underpowered or on a

slow connection, it can adversely impact performance.

Client requirements

To find the latest information about the client requirements, see System Requirements .

If you are using BigFix Inventory, before storing scan uploads, see Hardware requirements

for the client.

Windows

On Windows systems, ensure that the BESClient service runs as the SYSTEM account.

Linux

On Red Hat Enterprise Linux™ 6 or later, ensure that you have installed the Athena library

(libXaw package) before installing the client.

On Red Hat Enterprise Linux™ 9, ensure that you have installed the initscripts package

before installing the client.

On Oracle Enterprise Linux™ 9, ensure that you have installed the initscripts package before

installing the client.

On Rocky Linux™ 9, ensure that you have installed the initscripts package before installing

the client.

On SUSE Linux Enterprise Server (SLES) 11 PPC64, ensure that you have installed the
rpm-32bit package before installing the client.

On SUSE Linux Enterprise Server (SLES) 15 x86_64, ensure that you have installed the
insserv-compat rpm package before installing the client.


https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
https://help.hcltechsw.com/bigfix/9.5/inventory/Inventory/planinconf/r_hardware_requirements_client.html?hl=hardware%2Crequirements%2Cclient
https://help.hcltechsw.com/bigfix/9.5/inventory/Inventory/planinconf/r_hardware_requirements_client.html?hl=hardware%2Crequirements%2Cclient
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Mac

On Mac 0S Mojave Version 10.14 or later, some default security settings restrict access
to certain folders in the user's library which in turn might affect the behavior of custom

content.

Inspectors interacting with files and directories associated with the following artifacts are

impacted:

* Location

« Contacts

* Photos

« Calendar

* Reminders

» Camera

 Microphone

+ Mail database

» Message history

- Safari data

 Time Machine backups
« iTunes device backups
« Locations and routines

- System cookies
To avoid access-related issues, do the following steps:

1. Go to the Privacy pane of Security & Privacy preferences.
2. Select Full Disk Access.
3. Add the BESAgent application.

Disk space requirements
Ensure that your targets have enough disk space before you start installing the BigFix client.
The following table displays the disk space requirements for installing the BigFix client on

the different operating systems.
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0s Directory Space required Description
Windows C:\Program Files 50 MB Client Data and In-
(x86)\BigFix Enter- stallation Directo-
prise\BES Client ries
Linux Intel & zLinuz |/var/opt/BESClient |20 MB Client Data Directo-
ry
/opt/BESClient 75 MB Client Installation
Directory
Linux PPC /var/opt/BESClient |20 MB Client Data Directo-
ry
/opt/BESClient 100 MB Client Installation
Directory
AlX /var/opt/BESClient |20 MB Client Data Directo-
ry
/opt/BESClient 115 MB Client Installation
Directory
Solaris /var/opt/BESClient |20 MB Client Data Directo-
ry
/opt/BESClient 85 MB Client Installation
Directory
Mac /Library/Application | 45 MB Client Data Directo-
Support/Bigfix ry
/Library/BESAgent |50 MB Client Installation
Directory




Installation Guide | 4 - Requirements and assumptions | 60

Database requirements

The database stores all the data retrieved from the clients. Before installing the BigFix

server, ensure that the database requirements are met.

A pre-upgrade check Fixlet is available to perform a set of checks to verify if the BigFix

server can be successfully upgraded to V10. A log file is created in the BigFix server

directory containing details about the executed steps. If these checks fail, a pr eupgr ade-

Version 10 <dateti me>. err log file is created in the BigFix server directory. If these

checks end successfully, a pr eupgr ade- Ver si on 10. out log file is created in the BigFix

server directory. X is the modification level. This task is not relevant only when all the

checks are completed successfully.

« The BigFix server on Windows systems supports the following configurations:

o Local or remote Microsoft SQL Server 2012, 2014, 2016, 2017, 2019 or 2022.

Note: When installing BigFix in a production environment, Microsoft

SQL Server Enterprise and Standard are recommended. The Express
edition might be used for very small deployments. Refer to Microsoft

documentation to choose the best database for your deployment.

Important: When installing or upgrading BigFix, the user account
performing the installation or upgrade must have sysadni n server role in
SQL Server. When working with a remote instance of SQL Server, the AD
domain service account must have dbo rights, that is db_owner on the
BFEnterprise and BESReporting databases. Start with sysadni n server
role to perform the installation or upgrade, then back off the privileges

to db_owner after the product is up and running.

Important: When working with SQL Server, ensure that you satisfy the

following prerequisites for the Microsoft SQL database collation:
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= The database collation must be case insensitive.
= The database collation at the server, database and column level
must be set to the same value.

To verify the collation, run the following SQL Server queries:
At the SQL server instance level
SELECT ServerProperty(' Collation')
At the database level

SELECT
Dat abasePr opert yEx(' BFEnterprise',' Collation')

SELECT
Dat abasePr opert yEx(' BESReporting',' Collation')

At the column level in the BFEnterprise and BESReporting

databases

SELECT C. nane, O nane, C collation_name

from BFEnt erpri se. sys. col ums C,

BFEnt erpri se. sys. all _objects O

where C. collation_nanme is not NULL

and C object _id = Oobject_id

and ( O schema_id = ( SELECT SCHEMA |ID( 'dbo' ) )

or O schenma_id = ( SELECT
SCHEMA | D( "webui' ) ) )

SELECT C. nane, O nane, C collation_nanme

from BESReporting. sys. col ums C,

BESReporting. sys.all _objects O

where C. collation _nane is not NULL
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and C object id = Oobject_id

and ( O schema_id = ( SELECT
SCHEMA I D( 'dbo' ) ) )

Important: The database compatibility level for BFEnterprise and

BESReporting must be at least 110.

Note: Up to BigFix Version 10 Patch 7, on Windows systems, the
Microsoft SQL Server Native Client is needed to connect to SQL Server

databases.

Note: Since BigFix Version 11 Patch 8, on Windows and Linux systems,
the Microsoft ODBC Driver 17 is needed to connect to SQL Server

databases.

Note: The database passwords must not contain the characters '{' or '},

otherwise the installation might fail.

« Microsoft SQL Server 2019 or 2022 can be configured to leverage Microsoft Extended
Protection for Authentication. On Microsoft SQL Server 2022 the Strict Encryption is

not supported.

Note: If WebUl is installed, to leverage the Extended Protection for
Authentication, you must set _WebUIAppEnv_MSSQL_CXN_ENCRYPT. For

more details, see Server Settings Definitions.

« The BigFix server on Red Hat Enterprise Linux systems supports the following

configurations:


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_server_settings_definitions.html
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o |f the DB2 server is installed locally: DB2 V11.5GA/11.5.4/11.5.5/11.5.6 /
11.5.7 /11.5.8 /11.5.9 Standard Edition 64-bit.
o |f the DB2 server is installed remotely: IBM Data Server Client V11.5.
To check if you have a server or a client installed and to verify the DB2 edition, you can
run the db2l i cm -1 command. On the computer where the DB2 server is installed, you
receive a detailed report, if only the client is installed you receive an empty report. To
check which DB2 version is installed, run the db2l evel command.

Note: After installing a deployment, the DB2 instance name used to connect to

the database can no longer be modified. The default name is db2i nst 1.

Note:

> The DB2 instance name with which BigFix connects to both BigFix
Server and Web Reports databases must have the following privileges:
= The SYSADM privilege during the phase of installation.
= The DBADM privilege during the phase of upgrade.
= The DATAACCESS privilege at run time.
> Ensure that you meet the following required database configurations
needed to install/upgrade BigFix:
» LOGFILSIZ must have a minimum value of 10240.
» LOGPRIMARY must have a minimum value of 10.
» LOGSECOND must have a minimum value of 100.
= AUTO_REORG must be set to ON.
> Ensure that you you have stopped all BigFix services and you have
closed all connections to the BFENT database. To verify if you have

successfully done these operations, run the following command:

db2 list applications for db BFENT
It should return the following output:

SQL1611W No data was returned by Database System Monitor.
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> The DB2 instance names used to install the BES Root Server cannot
contain the following special characters: blanks, tabs \ t, returns \ n and
;& " <>
> The database passwords cannot contain the following characters:
blanks, tabs\t,returns\nand; & | " ' <> %
> To successfully install the BigFix server on Linux systems, ensure that
you unset the DB2 registry variable DB2_COMPATIBILITY_VECTOR. This

variable should be set to null.

Note:

« The BigFix installer performs a customization of the BigFix related Microsoft
SQL database(s). For the BigFix 9.5.10 and later installers, this requires
single user mode for the database. Single user mode is not compatible
with databases that have been configured for Microsoft SQL replication or
Microsoft SQL Availability Groups. These configurations should be disabled
prior to upgrade, and re-enabled post upgrade. This applies to all Microsoft
SQL versions supported by BigFix.

« Do not change the name of BigFix databases; if you do, upgrades might fail.

For more information about the supported database versions, see System Requirements .

Security requirements

The system authenticates all Fixlets and actions using secure public-key infrastructure (PKI)

signatures. PKI uses public/private key pairs to ensure authenticity.

Before installing BigFix, you must run the Installer on Windows and the scriptinstal | . sh
on Linux to generate your own private key and then apply to HCL for a signed certificate
containing your public key. Your private key (which only exists on your computer and is
unknown to anyone else, including HCL) is encrypted by a password of your choosing, so if

someone steals it, they still need to know your password to be able to use it. Nevertheless,


https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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guard it well. Anyone who has the private key and password for your site, access to the

server, and a database login will be able to apply any action to your Client computers.

Treat your private key just like the physical key to your company front door. Do not leave it
lying around on a shared disk. Instead, store it on a removable disk or a secured location
and do not lose it. In the physical world, if you lose your master key you have to change all
the locks in the building. Similarly, if you lose your digital key, you will need to do a migration
to a new authorization key or a fresh installation of the entire system (including all the
Clients). It is not unreasonable to store a backup copy of your site level key files in a secured

safe deposit box.

During the installation process a server signing key is created and stored as a file on the
server machine. Whenever operators issue an action, it is digitally signed by the server
signing key, and the client will only trust actions that are signed by that key. Since clients will
trust any action signed by the server signing key, it is important to protect the server signing
key file. To protect the server signing key file, administrator access to the server machine

must be restricted.

Fixlets are also digitally-signed. The Fixlet site author signs each message with a key that
can be traced back to the BigFix root for authentication. This signature must match the
Fixlet sites masthead, which is placed in the Client install folder when subscribing to the
site. This procedure prevents spoofing and man-in-the-middle attacks, and guarantees that

the Fixlets you receive are from the original certified author.

There are a few other security-related issues to address before installing BigFix in your

organization:

« Make sure the server computer is running Windows Server 2008+ 64 bit with the latest
Service Pack available from Microsoft.

» Make sure that the SQL Server is secured with the latest security-related patches.

« Make sure that TCP/IP and UDP on the specified port (default value is 52311 for all the
components, included the console) is completely unblocked at all internal routers and

internal firewalls.
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« Verify that your external router forbids inbound and outbound traffic on the specified
port (default value is 52311 for all the components) so that BigFix-related traffic will be

unable to flow into or out of your network.

You can administer roaming laptops by putting an authenticating relay in your DMZ. .
« Verify with your network administrator that you can allow the server to access the

Internet via port 80.The BES Root Server service on Windows and the beser ver

service on Linux access the Internet and by default they run as the SYSTEM account

on Windows and as root on Linux.

Note: In your environment, if you reach the Internet through a proxy configure
the connection as described in Setting up a proxy connection (on page 419).
If you have firewall restrictions, see Configuring a Local Firewall (on page
84).

To maintain a physical disconnect from the Internet see Downloading files in air-
gapped environmentsthe Configuration Guide.

« Secure the server computers and the SQL database using company or industry-wide
standards. Contact your network administrator or database administrator for more

information.

Note: Certain rare lock-down procedures might cause the servers to function
incorrectly. Contact your HCL software support if you have any specific questions

about lock-down procedures.

Secure the client computers by using company- or industry-wide standards; applying the

Principle of Least Privilege (PoLP) is recommended.

For best results on Windows systems, do the following:
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« Keep the UAC feature enabled always.

« Avoid seting up user accounts with local administrative privileges.

« Ensure restircted access to the system directory paths (for example, Windows,
System32, Program Files (x86), Program Files). Prevent local users from accessing
these locations.

Network configuration requirements

The following network configuration is recommended for security and performance
reasons:

« All internal network communication is on one specified port (52311 is the default port
for all the components, including the console) to allow for simplicity and flexibility of
deployment. TCP/IP and UDP on this port must be completely unblocked at all internal
routers and internal firewalls (you can optionally disable UDP, but that might negatively
affect performance).

« The BigFix server should connect to the network at 100 mbps or higher.

« Consoles should have high speed connections to the BigFix server (100 mbps or
higher)

« The BigFix client must be installed on the BigFix server machine.

These networking recommendations are typically easy to satisfy for most organizations
maintaining a moderate security posture. For information about larger installations, see

Deployment Scenarios (on page 40).

The BigFix Server requirements and performance can also be affected by other factors in

addition to the number of clients. These factors include:
The number of console operators

Multiple console operators can connect to the servers at the same time to
manage subsets of the networked computers. Some deployments can have
hundreds of operators. If you plan to have more than 30 operators, you might

want to have a more powerful Server to support the additional load.

Relays
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Use to lighten the load on the servers by accepting connections from clients
and then forwarding the data to a server. In most deployments, very few

clients report directly to the main Server.

Note: To improve performance, you can connect from 500 to 1000

clients to each relay and use a parent child relay configuration.

The number and type of Retrieved Properties and Analyses

Custom-Retrieved properties and analyses can provide extremely useful data,
but if custom properties are poorly implemented or overused, they can also
create undue load on the system by requiring too much bandwidth or too
many client resources. For example, it would be unwise to create a custom-
retrieved property that returned the names of every file on every computer, due

to the load on the client computers and the network.

For more information about these issues, see https://bigfix-wiki.hcltechsw.com/wikis/

home?lang=en-us#!/wiki/BigFix%20Wiki/page/Performance%20Configuration.

Assumptions

The process of getting the BigFix up and running varies, depending on your network
environment and your security policies.

This guide focuses on a standard deployment, which applies to workgroups and to
enterprises within a single administrative domain. For the sake of readability and generality,
this guide assumes these restrictions:

« BigFix servers can make connections to the Internet on port 80. The BigFix server
can be set up to use a proxy, which is a common configuration. For more information
see Setting up a proxy connection (on page 419). Alternatively, an air-gap can be
used to physically separate the BigFix server from the Internet Fixlet server. For more
information, see Downloading files in air-gapped environments.

« Each BigFix server must have access to the SQL server, located locally on the server
machine or remotely on a separate SQL Server.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Performance%20Configuration
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« Each console operator can make an HTTP connection to the BigFix server.

« Each BigFix client computer in the network must be able to make an HTTP connection
to a server or relay on the specified port (the default port is 52311, but any available
port can be used).

« Each console in the network must be able to make an HTTPS connection to a server
on the same port as the clients (default value is 52311).

« The BigFix components (server, relays, WebReports) must be installed on systems
whose hostname contains only ASCII characters.

« The installation paths of BigFix components must contain only ASCII characters.

Some enterprises might not meet one or more of these conditions, but can still deploy

BigFix in their environments.
For more information, see Sample deployment scenarios (on page 40).

If your network configuration does not match any of the described scenarios, contact a

support technician for more options.

The initial deployment of a minimal BigFix system (server, console, and a few clients) takes

about one hour to complete.

When you are ready to install the full system, pay extra attention to the sections in this

document on client and relay deployment, to ensure an efficient rollout.

Several steps in the BigFix installation depend on the completion of prior steps. For this

reason, it is recommended that you follow this guide in the order presented.



Chapter 5. Types of installation

Before you install the product, decide if you want to do an evaluation or production

installation.

If you choose the evaluation installation, you do not need to buy a license. You can install a

trial BigFix Server on your own and use it for a period of 30 days.

If you choose the production installation, you must purchase a license. When you receive
your BigFix license authorization file, you are ready to create a personalized action site

masthead that, in turn, allows you to install and use BigFix.

The masthead includes URLs for the Server CGI programs and other site information in a
signed MIME file. The masthead is central to accessing and authenticating your action site

and is linked to the hostname or IP address of the server machine.

Evaluation installation

When you run the evaluation installation, you do not need to buy any license files from HCL.
The evaluation installation configures BigFix as a Try and Buy product, so you can try it first

and buy a license later.

The trial product has the following limitations:

« A license expiration of 30 days
« A license allocation of 1000 clients
« A predefined set of allowed sites. You can enable the desired sites after completing

the evaluation installation.

When you install BigFix in evaluation mode, the installation wizard collects the information
required to request an evaluation BigFix license to HCL, and creates an evaluation masthead
that entitles your organization to use BigFix. You must specify the correct data which is

needed if you want to convert your server evaluation license into a production license.

You must generate the license on a machine with network connectivity. You can then use

this evaluation license the same way you would use a production license.
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If you are generating an evaluation license for a server that is located in an airgapped
environment, stop the current installation and copy the generated | i cense. crt and
| i cense. pvk files from the local machine to the isolated server. Restart the installation on

that server by choosing type "Production” and selecting the files you copied previously.

After an Evaluation installation, a user named Eval uat i onUser is created to log on both the

BigFix console and BigFix Web Reports.

If you need an evaluation time longer than 30 days, contact the sales support to arrange a

limited production license.

It is possible to convert the evaluation installation to a production installation. For additional
information see Moving from evaluation installation to production installation (on page
71).

Note: The evaluation installation does not support the enhanced security option. For

more information about this feature, see Security Configuration Scenarios.

Note: A supported version of Microsoft SQL Server must be installed on the system

prior to launching the evaluation installation.

Production installation

If you purchased a license from HCL, you can perform a production installation.

After the production installation, a user (default name is BFAdni n) is created to logon to the

BigFix Console and BigFix Web Reports.

Moving from evaluation installation to production
installation

You can install and configure a BigFix environment in evaluation mode and later decide to
upgrade the environment to production by converting the evaluation license to production

without reinstalling the entire environment.

After you install in evaluation mode you can decide to:
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« Let the evaluation license expire. When the evaluation license expires the environment
will stop working.

» Upgrade the evaluation license to production without reinstalling the environment
from scratch. You must ask for a license update from evaluation to production.

From the BigFix License Overview dashboard, click Check for license update:
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~ € Dashboards

~ 5 BES Support
1| Baseline Synchronization Das
_ui| Client Deploy Tool Dashboar
il Cloud Plugin Dashboard
1| Deployment Health Checks

Deployment Overview
Maintenance Window Dashb

1| Relay Health Dashboard
6 All Dashboards
5 Wizards
5 Custom Content
) Custom Filters
~ [ Computers (852)
5 By Active Directery
5 By Retrieved Properties
5 By Group
@ Computer Groups (0)
i, Unmanaged Assets (0)
[2 Operators (1)
v [ Sites ()
~ |5 Master Action Site
[ Fixlets and Tasks (2)
[ Baselines (0)
& Analyses (0)
@ Computer Groups (0)
i@ Actions (0)
[ Subscribed Computers (840)
[, Files (0)
~ [E External Sites (1)
5] BES Support
) Custom Sites (0)
Operator Sites (0)
T LDAP Directories (0)
T3 Roles (0)

< >

(2) AucContent

G Back = b Forward ~ | ) Show Hidden Content 5 Show Mon-Relevant Content | & Refresh Console

License Overview

BigFix License Overview

A ovERVEW R 4D EUY

BES Platform

Licenses (Used I Allowed): 852/ 1,000 (85%)
Serial Number:
License Update Date: 24/05/2021 16:52:54

Gather URL: hittp:/1| lcgi-bin/bfgather exe/actionsite

@ CHECKFOR LICENSE UPDATE

License overview

Entitlement A~ Quantity Type Expiration Date State

Try and Buy 1000 (Client) Term 25/06/2021 [@ van ]

Device subscription by product

Product Client Mobile Mvs RVU

Try and Bu Available 1000

Actual 0
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) BigFix Console

File Edit View Go Tools Help

Back ~ B Forwerd + | ) Show Hidden Content | #5 Show Non-Relevant Content | k¥ Refresh Console

All Content

[ Fixets and Tasks (2,033)
[ Baselines (0)
& Analyses (28)
@ Actions (0)
~ & Dashboards
~ & BES Support
11| Baseline Synchronization Das
__ui| Client Deploy Tool Dashboar
.21l Cloud Plugin Dashboard
1| Deployment Health Checks
ent Overview

Mamtenance Window Dashb
1| Relay Health Dashbeard
5 All Dashboards
5 Wizards
[5) Custom Content
5 Custom Filters
~ [ Computers (1,288)
[E5) By Active Directory
53 By Retrieved Properties
5 By Group
@ Computer Groups (0)
[F, Unmanaged Assets (0)
[ Operators (1)
~ [ Sites ()
~ [ Master Action Site
S Fixlets and Tasks (@)
@ Baselines (0)
& Analyses (0)
[l Computer Groups (0)
3 Actions (0)
) Subscribed Computers (1,143
T3 Files (0)
~ 5 Extemal Sites (1)
5 BES Support
Custom Sites (0)
Operator Sites (0)
LDAP Directories (0}
) Roles ()

< >

() AnContent

- (] x
License Overview o
BigFix License Overview @ | Cc | &
& ovERVEW
This license contains the following entitlements for Try and Buy ~ |
Licensed for: 1000 (Client)
License Type: Term
Expiration Date: 210372022 | @ vauo
SHOW ALL
Available Sites: ~
Enabled Sites Subscribed Computers
EnasLe BES Asset Discovery
ENABLE BES Inventory and License
ENABLE BigFix Client Compliance (IPSec Framework)
EnssLe BigFix Client Compliance Configuration
EnpsLE BigFix Inventory v10
ENABLE CIS Checklist for Distribution Independent Linux
ENABLE CIS Checklist for RHEL &
ENABLE CIS Checklist for RHEL 7
ENABLE CIS Checklist for Windows 2012 MS
ENABLE CIS Checklist for Windows 2016 MS
ENABLE CIS Checklist for Windows 7
enssLe Client Manager for Endpoint Protection
ENABLE DISA STIG Checklist for Internet Explorer 10 - RG03
ENABLE DISA STIG Checklist for Internet Explorer 11 - RG03
ENABLE DISA STIG Checklist for Windows 2008 MS ™

Run the BESAdmin to propagate the change. You can also wait for the BigFix server

periodically checks of license changes. When license updates are available, it

processes and propagates them to the environment.

When the masthead is propagated, you can enable all the sites that are included in the

production license you have bought. All the sites that were included in the evaluation

license but are not included in the production license you have acquired are disabled.



Chapter 6. Managing licenses

You must obtain a license key before you can install and use BigFix.

Your license is composed of two files:

* Your public key file: I i cense. crt
* Your private key file: 1 i cense. pvk protected by a password

The following table lists the tasks that are required to purchase, generate, and manage your

license keys.

Task Description

Check the It is important to understand the license requirements of the system you
product  want to protect. A license lets you install the BigFix client on a specified
license number of computers.

require-

ments

Purchase You must purchase a license in the following situations:

alicense
* You want to purchase BigFix.

* Your trialware license expired.

* Your paid license expired.

* Your license is over-deployed and an updated license.crt is required
for the increased license count purchase.

* Your upgrade license expired.

Within a few hours of your purchase you receive two emails. One email is
sent from HCL as confirmation of your purchase. Another email contains
instructions about how to access the BigFix License Key Center. These
emails are sent to the technical contact associated with the HCL Cus-

tomer Number for the account.
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Get the li- To get your product license you must have an authorization file from the
cense au- BigFix License Key Center site. See Creating the License Authorization File
thoriza-  (on page 77).

tion file

Gener- During the installation of the Server, after you specify the license autho-
ate your rization file, you generate the | i cense. pvk file, which is your private key
license file. You also request and get the | i cense. crt file, which is your public key
files dur-  file. These two files together complete your license.

ing instal- See Requesting the license files (on page 95) on Windows and Step 2 -

lation: Installing the Server (on page 162).

cense
cer-
tifi-
cate

» Gen-
er-
ate
the


http://tem.subscribenet.com/

Installation Guide | 6 - Managing licenses | 76

mast-
head
file

Backup  Storeyourlicense.crt (public key) file with your existing | i cense. pvk

your li- (private key) file. Keep these two keys together and create a backup copy
cense in a secure location. Create also a backup copy of the site admin pass-
files word that you used to encrypt the private key file, and store it in a secure

location. Only in this way are you in complete control of your license keys.
Backing up your license files preserves the license files in case the data-

base or the computer hard disk is damaged.

In particular the I i cense. pvk file is the part of your key files that needs to
stay private. The | i cense. crt file is your public key file and must be com-
bined with your private key file to complete your license. You can open the

license files in a text editor to review their contents.

Check You can see the notifications about expired license and other license is-
license sues for the license that you imported into the console.

status See Distributing the Updated License and Masthead (on page 79).
and dis-

tribute

the new

license

and mast-

head files
This is a summary of the steps to perform to get your license key files:

1. Purchase a license.

2. Get an authorization file from the BigFix License Key Center site.

3. Start the BigFix installation and enter the authorization file when requested to get the
license. crt file. At the end of the process both the public key and private key license

files are generated together with the masthead file. This file contains configuration,
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license, and security information, including URLs that point to where trusted Fixlet
content is available. It is used for installing DSA servers and is distributed to all the

clients using that server.

For detailed steps, you can read the Knowledge Base article Managing BigFix licenses in the
HCL License & Download Portal.

Creating the License Authorization File

To create your license authorization file (. BESLi censeAut hori zat i on), containing
deployment and licensing information and used during the installation to create your license

files, access the HCL License and Download portal.

This site is an online license key delivery and management service that allows you to obtain

and manage the license keys you need to use the product.

To create the authorization file perform the following steps:

1. Access HCL License and Download portal

2. Enter your email address and the password you received together with the
instructions about how to access the HCL License and Download portal.

3. For each product in the list specify the allocated client quantity. If you leave 0, you

cannot install the related product.

Licensing Assistance

For specific problems with your license such as license expiration date, entitlement counts,
or lost authorization files, open a Licensing case in the HCL Customer Support Portal at

https://support.hcltechsw.com/csm

Extending the license entitlements

How to purchase extra license entitlements.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0091966
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0091966
https://hclsoftware.flexnetoperations.com/flexnet/operationsportal/startPage.do
https://support.hcltechsw.com/csm
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To use BigFix Fixlet sites, you must first purchase extra entitlements. The entitlements can

be added to your current license. After your license is updated, you can enable the Fixlet

sites in the BigFix Platform.

Procedure

1. Contact the Sales team to purchase entitlements for the BigFix Fixlet sites.

2. Check the serial number of your current BigFix license:
a. Log in to the BigFix console.
b. In the bottom-left corner, click BigFix Management.
c. In the navigation tree, click License Overview.
d. Your serial number is displayed in the BigFix Platform window.

BigFix License Overview Site certificate update detected, BESAdmin must be run to propagate the change

BES Platform

) CHECK FOR LIGENSE UPDATE

The dan platform license, but it has not yet been distributed to clients. The site administrator must log into BigFi
to pr s

Serial Number: 125003

License Update Date: 24/05/2021 11:35:05

Gather URL: http://; Icgi-binibfgather exe/actionsite

ix Administration Tool

3. In the BES Platform window that you copied the serial number from, click Check
for license update. If there is a change to your license, the following message is

displayed: Site certificate update detected, BESAdmin must be run to

propagat e t he change.

4. Go to the BigFix server and run the Administration Tool to update the license:

On Linux operating systems

a. Go to/ opt / BESSer ver/ bi n.

b. Run the following command:

./ BESAdmi n. sh -syncmast headandl i cense -sitePvkLocation

=path_to |icense. pvk

On Windows operating systems
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a.GotoC:\Program Fi |l es (x86)\Bi gFix Enterprise\BES
Server.

b. Run BESAdni n. exe.

c. When prompted, provide the path to the site signing key
(I'i cense. pvk), and enter the password.

d. In the Masthead Management tab, click OK.

Results

You updated your license and propagated the change to your endpoints. It might take
several minutes until the BigFix console displays the updated status. If the status does not

change, restart the console.

Distributing the Updated License and Masthead

When you upgrade BigFix to V10, all existing license certificates are updated to contain both
SHA-1 and SHA-256 signatures.

If you are connected to Internet, the message of a new license ready to be distributed to the
clients together with the masthead is displayed in the License Overview dashboard after an

automatic periodic gather or a manual check.

To force your server to check immediately run the following steps:

1. Open the BigFix console.

2. go to the BigFix Management domain.

3. click the License Overview node

4. Click Check for license update. You might receive a notification that BigFix

deployment has gathered an update to your license (a new I i cense. crt file).
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BigFix License Overview Site certificate update detected, BESAdmin must be run to propagate the change Last Upaste: 24052021 13:5237 | (D) | G | @
iy OVERVIEW CLIENT MANAGER FOR ENDPOINT PROTECTIO! LIFECYCLE SMARTCLOUD PATCH MANAGEMENT  STARTER KIT FOR LIFECYCLE i BIGFIXLABS >
BES Platform ~ |18
The server has gathered a new version of your platform license, but it has not yet been distributed to clients. The site administrator must log into BigFix Administration Too
te propagate a new masthead with the updated license
Serial Number: 125003
License Update Date: 2410572021 11:35:05
Gather URL: http:/f Icgi-bin/bfgather.exe/actionsite
&) CHECK FOR LICENSE UPDATE

Note: This message might appear either because HCL needs to update the
license or because you requested an update of your license. If you requested
an update of your license, you receive a new | i cense. crt file, that you must
save on your server computer.

To distribute the updated license, resign the masthead and the objects in the database with
both SHA-1 and SHA-256 signatures, run the Administration Tool (. / BESAdmi n. sh on Linux
as super user).

If you are in an air-gapped environment the update of the license is not processed
automatically. You can retrieve the license from the HCL site by using the AirgapTool utility.
After importing it, you are notified from the License dashboard that a license update is
ready to be distributed. You must run the Administration tool (. / BESAdni n. sh on Linux) to

distribute the updated license, and to resign the masthead and the database objects.

For more information about how to distribute the masthead on the clients see Distributing
the masthead from the Windows server to clients (on page 80) and Distributing the

masthead from the Linux server to the clients (on page 83).

Distributing the masthead from the Windows server to clients

From an BigFix Windows server, you can distribute a new masthead file with an updated

license certificate, that extends your license, seat count, or entitlements to the clients.

Perform the following steps:
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1. Open the Administration Tool by selecting Start > BigFix > BigFix Administration

Tool. After you log in, the installation Admin account distributes the masthead to the
clients.

—J:
B siorix

4 BES Web Reports

BigFix Administration Tool

BigFix Client Deploy Tool

BigFix Console

BigFix Diagnostics Tool
BigFix Fodet Debugger

B &igrix Installation Guide

B i
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{;ﬁ User Account Control x|

| ﬁl Do you want to allow the following program from an unknown
~* publisher to make changes to this computer?

Program name;  BESAdmin.exe

Publisher: Unknown
File origin: Hard drive on this computer
j Show details fe Mo

Change when these notifications appear

2. Choose your | i cense. pvk file.

B site Admin Private Key | x|

In order ko run IEM BigFix Administration Tool, vou need ko specify the location of the site level
signing kew For the database vou would like ko administer,

Sike Signing Key (license, pyk)

Chappoagiotlicense. puk Browse I

Change Password, ., | I | Zancel |

3. Enter your master (site level) password

‘6 site Admin Private Key x|

IGE-Y Site Admin Private Key Passwo ¢ fou
need b o e
databz  gite Admin Private Key Password

Site ¢ I |

lp— N

Ok Cancel |
Change Password. .. | QK | Cancel |

4. In Masthead Management, click OK.
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B 1BM BigFix Administration Tool

Masthead Management | System Options | Advanced Options | Replication | Encryption I Security I Clean Up l

Edit Masthead

Export Masthead

Click here to change your Action Site Masthead parameters.,

Click here to save the Action Site Masthead in wour database ko
disk.,

Activate Masthead

Click here ko activate a new Action Site Masthead using a site
certificate which vou hawve received from IBM,

o ancel Epply

As soon as the clients receive the new masthead, they receive the updated license

information.

Distributing the masthead from the Linux server to the clients

From a BigFix Linux server, you can distribute the updated license, resign the masthead and

the database objects to the clients, by running the following command as super user:

./ BESAdm n. sh -syncnast headandl i cense -sitePvkLocati on=<pat h+l i cense. pvk>

- si t ePvkPasswor d=<passwor d>



Chapter 7. Before installing

Before running the installation make sure that you read the following topics and run the

requested activities if needed.

Configuring a Local Firewall

If you have defined an active firewall on the computer where you are installing the BigFix
server, you can decide to configure this firewall during the BigFix server installation in one of

the following ways:

« During an interactive installation, the installation programs detects if a local firewall is
active and you can specify if you want to configure it for the BigFix server.

« During a silent installation, you can set CONF_FI REWALL=YES in the response file to
require the firewall configuration. For more information, see Silent installation (on

page 184).
When you specify to configure the firewall, open the following two ports:

* Port 52311 for UDP and TCP/IP
« Port 8083 for Web Reports and TCP/IP

Modifying port numbers

By default, the server uses port 52311 to communicate with the clients, but you can choose
any port number (although you should avoid the reserved ports between 1 to 1024 because

of potential conflicts and difficulty managing network traffic).

Your choice of the server port number is factored into the generation of the masthead,
which specifies URLs for the action, registration, reporting, and mirror servers. As a

consequence, you must finalize your port number before installation.

Consoles use port 52311 to connect to the server.
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Understanding the server components

The BigFix server responds to messages and requests from the relay, client, and console

computers using a variety of components.

To better understand what the server does, read the descriptions of some of the

components.
Client Registration Component

When the client is installed on a new computer, it registers itself with the client
registration component of the server and the client is given a unique ID. If the
computer IP address changes, the client automatically registers the new IP

address with the client registration component.
Post Results Server Component

When a client detects that a Fixlet has become relevant, it reports to the Post
Results server component using an HTTP POST operation. It identifies the
relevant Fixlet together with the registered ID of the client computer. This
information is passed on to the BigFix database through the FillDB service
and then becomes viewable in the console. Other state changes are also

periodically reported by the clients to the server directly or through relays.
Gather Server Component

This component watches for changes in Fixlet content for all the Fixlet sites
to which you are subscribed. It downloads these changes to the server and

makes them available to the GatherDB component.
FillDB Component

This component posts client results into the database.
GatherDB Component

This component gathers and stores Fixlet downloads from the Internet into

the database.

Download Mirror Server Component
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The Download Mirror Server component hosts Fixlet site data for the relays
and clients. This component functions as a simplified download server for
BigFix traffic.



Chapter 8. Installing on Windows systems

Now that you understand the terms and the administrative roles, you are ready to get

authorized and install the programs.

Because BigFix is powerful, you might want to limit access to trusted, authorized personnel
only. The product depends on a central repository of Fixlet actions called the Action

site, which uses public/private key encryption to protect against spoofing and other
unauthorized usage. To get started, you need authorization from HCL by getting a License

Authorization file, which will have a name like ConpanyNarne. BESLi censeAut hori zat i on.

Note: If you run a fresh installation of BigFix V9.5.6 or later using the License
Authorization file, be aware that limitations apply in managing Clients earlier than
V9.0 and in using Relays earlier than V9.5.6. This is due to the introduction of two
security enforcement services that are enabled, in this specific scenario, by default.
You can change this behavior after the installation completes by changing the
values assigned to mi ni munSupport edd i ent and mi nunmunSuppor t edRel ay as
described in BESAdmin Windows Command Line (on page 295).

The Installer program collects further information about your deployment and then

creates a file called the action site masthead. This file establishes a chain of authority

from the BigFix root all the way down to the Console operators in your organization. The
masthead combines configuration information (IP addresses, ports, and so on) and license
information (how many Clients are authorized and for how long) together with a public key
that is used to verify the digital signatures. To create and maintain the digital signature keys

and masthead, you use the BigFix Installer, which you can download from HCL.

Step 1 - Downloading BigFix
Download BigFix from the HCL License & Delivery Portal (Flexnet).

You can download BigFix also from the support site at http://support.bigfix.com/bes/

install/downloadbes.html.


http://support.bigfix.com/bes/install/downloadbes.html
http://support.bigfix.com/bes/install/downloadbes.html
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To install the server component, download the following e-images from HCL License &

Delivery Portal:
Table 1. Software required for installing BigFix Server Version 10

Software Name Image
BigFix Platform Install V10.0 for HCL_Bi gFi x_v10.0.x_Wn_Lnx_Install.zip

Multiplatform Multilingual

To extract the BigFix Windows server installation files, perform the following steps:

1. Copy the BigFix Server zip file HCL_Bi gFi x_v10. 0. x_Wn_Lnx_I nstal | . zi p to your

Windows Server.
2. Expand the zip file using the following command:

unzip "HCL_Bi gFi x_v10.0.x_Wn_Lnx_Install.zip"

You can find the set up. exe file to install the Windows Server.

Performing an evaluation installation

When performing a fresh installation of BigFix Server Version 10, you can either perform an

evaluation installation or a production installation.

To install a BigFix server with an evaluation license, perform the following steps:


https://hclsoftware.flexnetoperations.com/flexnet/operationsportal/logon.do
https://hclsoftware.flexnetoperations.com/flexnet/operationsportal/logon.do
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1. On the computer where you want to install the BigFix server, run the BigFix Installation
Generator.

BigFix Installation Generator - InstallShield Wizard X ‘

-HCE
Welcome to the InstallShield Wizard for BigFix
Installation Generator

The InstallShield® Wizard will install BigFix Installation
Generator on your computer, To continue, click Nest.

==

2. Select Evaluation.

BigFix Installation Generator - InstallShield Wizard X ‘
Select Install Type

Please select from the following options. “
b

’ Request a fr;a evaluation license from HCL Technologies Ltd.  This license allows you

to inzstall & fully functional copy of the BigFix on up to 1000 clients, for a period of 30
days.

O Production
Install using a production license or an authorization for a praduction license.

i Coc

3. Accept the terms in the license agreement.
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BigFix Installation Generator - InstallShield Wizard X ‘

License Agreement
Flease read the following license agreement carefully.

b

HCL Technologies Limited, 806 Siddharth, 96 Mehmu Place, New Delhi-110019 ["HCL"]  »~

THIS TRIAL AND DEMONSTRATION AGREEMENT ["AGREEMENT"] GOVERNS
COMPANY'S USE AND EVALUATION OF THE HCL PRODUCT. BY SIGNING THIS
AGREEMENT, COMPANY AGREES TO BE BOUND BY ITS TERMS. BY ENTERING

INTO THIS AGREEMENT ON BEHALF OF COMPANY, YOU REPRESENT AND
WARRANT YOU HAVE THE AUTHORITY TO DO SO.

Definitions. "Company” means the icensee identified in the Transaction Document.
"Customer Data" means information submitted by or entered by Company or automatically
uploaded from Company for processing and storage by any Product provided to Company
under this Agreement. "Product”” means the HCL product that is being made available to

English Print

(®)1 accept the terms of the license agreement

()| do not accept the terms of the license agreement

e cocl

4. Select Express if you want to install BigFix to the default location.

BigFix Installation Generator - InstallShield Wizard X ‘

Select Evaluation Type

Please select from the following options. ‘<
b

Install BigFix to the default location:
C:\Program Files [x86)\BigFix Enterprise

O Manual
Install the BigFix components, with full control over the installation paths and additional
components that must be installed,

o ==

5. After choosing the Express option, specify the password for the current user.
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BigFix Installation Generator - InstallShield Wizard X ‘

Password
Specify the password of the current user

R % |

The BigFix 'Webll will connect to the database using the credentials of the current user.
Please enter the password of the current user,

e cocl

6. Request an evaluation license certificate file. To obtain it, you must enter the following

data like in the example below:

@ Request License X
reCEL This wizard collects the information required to request a new BigFix license,
and creates an evaluation masthead that entitles your organization to use
BigFix.

Make sure you enter the correct data which is needed if you intend to conwvert
your server evaluation license into a production one.

Your First Name:

‘ Name |

Your Last Name:

‘ Surname I

Your Email Address:

‘ name.sumame@company.ccm |

Your Organization's Name:

‘ Company] I

< Back Next > Cancel
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7. Provide the domain name of the server and port on which you are going to install
(isolated server), or leave the local domain name if you are installing BigFix on the

local server.

(2) Request License >

ey Please enter the DNS name of your BigFix Server. This name will be recorded

into your license and will be used by Clients to identify the BigFix Server. It
cannot be changed after a license is created.

| MyServer|

. Please, specify the Server Port:
’ 52311

|

< Back Next > Cancel

8. Create a public/private key pair and specify a password that will be used to encrypt

the private key file.

(2) Request License > ‘

<L Before finishing your license request, you must create a public/private key pair,

which will be used to create and authorize all users of the BigFix Console.

Please provide the key size that you would like to use, as well as a password that
will be used to encrypt the private key file.

Itis important that the key file is stored in a secured location so that it is

l not compromised or lost.
> Password: [ ssesssne |
Verify password: [ sssssses |
Key size: 4096 bits N
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9. Specify the folder where your private key and license certificate will be created.

(©) Request License > ‘

Browse For Folder X

e Before finishing you

which will be usedtq Please choose a folder for your private key (icense.pvk),
license certificate (icense.crt), and site masthead

Please provide the k{ (masthead.afm).

will be used to encry| - Desktop
> a Administrator
» [ This PC
It is important that S
not compromised o r Libraries
4 [_,' Network
> Control Panel
Password: &) RecycleBin
Verify password:
e Folder: | Administrator
Key size:

R Make New Folder m Cancel

10. (Optional) Click Set Proxy if you use a proxy to connect to Internet.
11. Click Request to proceed with the request.

@ Request License >

=i Your request is now ready for submission to HCL.

Submit request from this machine over the Internet. The request will be
redeemed for a license certificate (license.crt) and saved in your credentials
folder.

Set Proxy
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12. Click Continue to proceed with the evaluation installation on this local server.

{2 Request License P

Click continue to complete the evaluation installation on this server.

If you are generating an evaluation license for a server that is located in an
airgapped environment, click Cancel to stop the current installation. Copy the
generated license.crt and license.pvk files from the local machine to the
isolated server and restart the installation on that server by choosing type
“Production” and selecting the copied files.

\ 4

Note: If you want to perform the evaluation installation on an isolated server
(server located in an airgapped environment), in this panel click Cancel and
perform the following actions:

a. Copy the license files, generated for the isolated server, from the current
local machine to the isolated server.
b. On the isolated server, launch again the BigFix Installation Generator.
c. Perform the server installation by selecting:
« Production as installation type
- | want to install with a production license I already have as
installation option.

d. Provide the location of the license files generated for the isolated server.

13. Click Finish to close the BigFix Installation Generator - InstallShield Wizard.
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BigFix Installation Generator - InstallShield Wizard

' o [ &= &=
InstallShield Wizard Complete

The BigFix Installation Generator installation is now complete.
The BigFix installers are located at C:\Program Files
(#BE)\BigFix Enterprise\BES Installersy,

The BigFix Installation Guide will now launch to assist pou with
the Client deployment

>
R s

Step 2 - Requesting a license certificate and creating
the masthead

Before you perform the steps below, you must have purchased a license and obtained a
BigFix license authorization file (*. BESLi censeAut hor i zat i on) using your License Key
Center account or, in the case of a Proof-of-Concept evaluation, that was provided to you by

your HCL Technical Sales Representative.

When you have your license authorization file, you are ready to request a license certificate
and then create a personalized site masthead that, in turn, allows you to install and use
BigFix. The masthead includes URLs for the Server CGI programs and other site information
in a signed MIME file. The masthead is central to accessing and authenticating your action

site. To create the masthead and activate your site, follow these steps:
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1. Run the BigFix installer Bi gFi x- BES- 10. 0. exe. When prompted, choose Production

installation:

BigFix Installation Generator - InstallShield Wizard >

Select Install Type

Pleaze zelect from the following options. <‘
N

) Evaluation

Request a free evaluation icense from HCL Technologies Lid. Thiz licenze allows yau
to inzstall & fully functional copy of the BigFix on up to 1000 clients, for a period of 30
daysz.

® Production

Inztall uzing a production license or an authorization for a production license.

¢ Back Cancel

Accept the Software License Agreement. On the welcome screen, click Next.

Note: If you choose the Evaluation installation, consider that this type
of installation does not support the enhanced security option. For more

information about this feature, see Security Configuration Scenarios.

2. After reading and accepting the License Agreement, select the first option | want
to install with a BigFix license authorization file, to create your Private Key and
Masthead.
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BigFix Installation Generator - InstallShield Wizard >

Setup Type
Choose the setup tupe that best suitz your needs. <‘
N

Pleaze zelect from the following options.

() | want to install with an BigFi= license authorization file,
() | want to install with a production license | already have.

() | want to install with an existing masthead.

< Back Cancel

3. Enter the location of your license authorization file, which has a name such as
ConmpanyNane. BESLi censeAut hori zati on.

4. Specify a DNS name or IP address for your BigFix server and click Next. The name
that you enter in this field is recorded in the license and used by clients to identify the

BigFix server.

Note: Enter a DNS name, such as bes. conpanynane. com because of its
flexibility when changing server computers and doing advanced network
configurations. This name is recorded into your license certificate and is used
by clients to identify the BigFix server. After your license certificate is created,
the DNS name cannot be changed. To change the DNS name, you must

request a new license certificate, which requires a completely new installation.

5. Type a site credential password to allow you to create a site admin key for your
deployment. Type your password twice (for verification), and specify a key size (from
2K to 4K bits) for encrypting the private key file. Make a backup copy of this password
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and store it in a secure location. Click Create. In this way you generate a private/public
key pair used to create and authorize all the BigFix users.

6. Save your private key (1 i cense. pvk) file from the Browse for Folder dialog in a folder
with secure permissions or on a removable drive, such as a PGPDisk or a USB drive.
Click OK.

Important: If you lose the private key file or the site credential password, a
new license certificate needs to be created which requires a completely new
installation. In addition, anyone with the private key file and password have full
control over all computers with the BigFix clients installed, so ensure that you

keep the private key file and password secured.

7. You are requested to send the request file to HCL for license verification. If you have
internet connectivity, choose the option to submit your request over the internet. In
this case, a request file is sent to HCL for license verification. This request consists
of your original authorization file, your server DNS name and your public key, all
packaged into a single file.

8. If you select to submit the request over the Internet and your enterprise uses a proxy
to access the Internet, click Set Proxy. The Proxy Settings panel opens. In this panel

you can configure the proxy connection.
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Credentials

Lser

Paszword

Confirm password

Exception list
127.0.0.1, localhost

Use comma () to separate entries.

[ ] Enforce proxy tunneling

[] Use proxy for downstream communication

Authentication Methods
{®) Let the Proxy choose the authentication method

() Allow the Proxy to choose between one of the following methods:

FIPS compatible FIPS not compatible
[ ]Basic [ | Digest

[ | Megotiate

[ INTLM

Test Connection

9. Specify:
 The hostname or IP Address and, optionally, the port number to communicate
with the proxy machine.
* The credentials of the user defined on the proxy machine that must be used

when establishing the connection.
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10.

11.
12.

« The comma-separated list of hostnames, subdomains, IP addresses that
identify systems in the BigFix topology that must not be reached thru the
proxy. By default, BigFix V9.5 prevents diverting internal communications
towards the proxy. If you set a value in this field, you overwrite the default
behavior. To ensure that internal communications are not directed to the proxy,
add | ocal host, 127.0.0.1, yourdomain.com |P_Address to the list of
exceptions specified in this field.

» Whether or not the proxy is enforced to attempt tunneling. By default the proxy
does not attempt tunneling.

« The authentication method to use when establishing the communication. You
can either let the proxy choose the authentication method or you can impose to
use specific authentication methods.

Note: If you want to enable FIPS mode, select an authentication method
other than di gest .

You can click Test Connection to verify if the connection with the proxy that you
configured can be successfully established. For more information about the values
and the syntax to use in these input fields, see Setting a proxy connection on the

server (on page 426).

Click OK save the settings and return to the Request License panel.
Click Request. The Wizard retrieves your license certificate (1 i cense. crt ) from the
BigFix License server.

Alternatively, if you are on an airgap without internet connectivity, choose the option
to save the request as a file named r equest . BESLi censeRequest . Copy the file to a
machine with internet connectivity and submit your request to the URL of the BigFix
website shown in the installer. The page provides you with alicense. crt file. Copy
the file back to the installation computer and import it into the installer.

From the Request License dialog, click Create to create the masthead file.

Enter the parameters of the masthead file that contains configuration and license
information together with a public key that is used to verify digital signatures. This file
is saved in your credential folder.



Installation Guide | 8 - Installing on Windows systems | 101

Advanced Masthead Parameters

The default values for these parameters should be suitable for most BigFix deployments. For further
information about the implications of these pararmeters, please contact a BigFix support technician.

Server Port Mumber: 232311

Gathering Interval: Day e

Initial Action Lock: Unlacked e 5
Action Lock Cantroller: Console e

[ ] Exempt the following site URL from action locking:

[ Last fallback Relay for all clients (replacing Root Server)

[] Require use of FIPS 140-2 compliant cryptography.

Allow use of Unicode filenarmes in archives.

QK Cancel

You can set the following options:
Server Port Number:

In general, you do not need to change this number. 52311 is the
recommended port number, but you can choose a different port if that

is more convenient for your particular network. Typically, you choose a
port from the IANA range of private ports (49152 through 65535). You
can use a reserved port number (ports 1-1024), but this might reduce
the ability to monitor or restrict traffic correctly and it prevents you from
using port numbers for specific applications. If you do decide to change
this number after deploying the clients, BigFix will not work correctly. For

additional information, see Modifying port numbers.
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Note: Do not use port number 52314 for the network
communication between the BigFix components because it is

reserved for proxy agents.

Gathering Interval:

This option determines how long the clients wait without hearing

from the server before they check whether new content is available. In
general, whenever the server gathers new content, it attempts to notify
the clients that the new content is available through a UDP connection,
circumventing this delay. However, in situations where UDP is blocked
by firewalls or where network address translation (NAT) remaps the IP
address of the client from the servers perspective, a smaller interval
becomes necessary to get a timely response from the clients. Higher
gathering rates only slightly affect the performance of the server,
because only the differences are gathered; a client does not gather

information that it already has.
Initial Action Lock:

You can specify the initial lock state of all clients, if you want to lock

a client automatically after installation. Locked clients report which
Fixlet messages are relevant for them, but do not apply any actions. The
default is to leave them unlocked and to lock specific clients later on.
However, you might want to start with the clients locked and then unlock
them on an individual basis to give you more control over newly-installed
clients. Alternatively, you can set clients to be locked for a certain period

of time (in minutes).
Action Lock Controller:

This parameter determines who can change the action lock state. The
default is Console, which allows any console operator with management

rights to change the lock state of any client in the network. If you want to
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delegate control over locking to the end user, you can select Client, but

this is not recommended.
Exempt the following site URL from action locking:

In rare cases, you might need to exempt a specific URL from any locking

actions. Check this box and enter the exempt URL.

Note: You can specify only one site URL and it must begin with
http://.

Last fallback Relay for all clients (replacing Root Server):

You might need to define a fallback relay for your clients when they do
not connect to any relay specified in their settings. Select this check box
and specify the fallback relay of your environment in one of the following
formats:

» Hostname. For example, myhostname.

« Fully qualified domain name (FQDN). For example,

myhostname.mydomain.com.
« IP address. For example, 10.10.10.10.

If you do not select this check box and define a fallback relay, the root

server of your environment is used.

Note: Before specifying a fallback relay, ensure that any
client or relay reporting directly to the root server has
the root server defined as a relay. This setting will not
prevent endpoints from selecting the root server. Set
_BESRelay_Register_Affiliation_AdvertisementList on the BES
Root Server to a group name that will not be set on any clients,

such as DoNotSelectMe.

Require use of FIPS 140-2 compliant cryptography
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Check this box to be compliant with the Federal Information Processing
Standard in your network. This changes the masthead so that every
BigFix component attempts to go into FIPS mode. By default, the client
continues in non-FIPS mode if it fails to correctly enter FIPS, which
might be a problem with certain legacy operating systems. Be aware

that checking this box can add a few seconds to the client startup time.

For more information see FIPS 140-2 cryptography in the BigFix

environment in the Configuration Guide.

Note: Enabling FIPS mode might prevent the use of some
authentication methods when connecting to a proxy. If
you selected to use a proxy to access the Internet or to
communicate with BigFix subcomponents, ensure that the proxy
configuration is set up to use an authentication method other
than di gest .

Allow use of Unicode filenames in archives:

This setting specifies the codepage used to write filenames in the BigFix
archives. Check this box to write filenames UTF-8 codepage.

Do not check this box to write filenames using the local deployment
codepage, for example Windows-1252 or Shift JIS. If you run a fresh
install of BigFix V9.5, by default, the filenames are written in UTF-8.

Note: If you upgraded your BigFix environment to V9.5, by

default, the filenames are written in the local deployment code

page.

Click OK when you are finished.
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13. Choose the folder in which to install the BigFix component installers. The BigFix
Installation Guide wizard is launched to lead you through the installation of the BigFix

components.

Note: This step creates the installers for the BigFix client, BigFix console, and

BigFix server, but does not install the components.

Note: The private key (I i cense. pvk) authorizes the creation and rotation of server
signing keys, which are trusted by all agents. This key is not sent to HCL during the
license certificate creation process, and must be carefully protected. Create also
a backup copy of the credential password that you used to encrypt the private key
file, and store it in a secure location. To reinstall the server on your workstation, you
must reuse the stored BigFix credentials. If you lose the private key file or the site
credential password, a new license certificate needs to be created which requires a

completely new installation.

Installing the components

You have now created a private key, requested and received a certificate, used the certificate
to create a masthead, and then generated the various installation components, including the

BigFix Installation Guide.

When the components have been saved, the BigFix Installation Guide automatically

launches. You can also run it at any time by selecting it from the Start Menu.

To install the three major components of BigFix (server, console, and client), follow these

steps:

1. If it is not already running, launch the Installation Guide (Start > Programs > BigFix >
BigFix Installation Guide).

2. A dialog box opens, prompting you to select a component to install. Click the links on
the left, in order from top to bottom, to install the BigFix components. You can also

Browse Install Folders. The component installers includes:
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« Install Server
« Install Console
« Install Clients
« Install WebUI
3. The BigFix server, console, clients and WebUI all have their own installers. Follow the

instructions for each, as described in the following sections.

Managing the Server ID limit
The Server ID is the identifier of the BigFix server.

In a single instance server deployment, the Server ID is 00. If there are other servers in the
deployment that are configured for DSA replication with the primary server,they will assume

the following values: 01, 02, 03, etc..

With BigFix 9.5.10, the maximum number of Server IDs you can use is 32 (from 00 to 31).

Consequently, the number of allowed DSA servers decreases from 256 to 32.

The following checks are run:

* In the server upgrade scenario, a pre-check is run to ensure that the DSA servers that
are already configured are not more than 32, otherwise an error message to reduce
the Server IDs is issued. To solve the problem, contact HCL Customer Support.

» When installing a new DSA server, an additional check ensures that the upper limit
for the Server IDs does not exceed a given threshold, otherwise a warning is logged
in BESAdni nDebugQut . t xt . The same check inhibits or prevents the new DSA server
installation if the limit is reached.

» When you replicate the database using the Replication tab in the BigFix Admin tool,
the BESAdmin command or the RESTAPI, if the Server ID is between 26 and 31, a
warning is logged in the BESAdni nDebugQut . t xt and BESRel ay. | og respectively.

Installing the Windows primary server

The BigFix server is the heart of the system. It runs on a server-class computer on your
network, which must have direct Internet access as well as direct access to all the client

computers in your network.
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Ensure that your server meets the requirements outlined in Detailed system requirements.

Important: Ensure that the user that logs in to install the BigFix server has sysadni n
rights for the MSSQL Server to create the database and its tables.

Note: If you removed Microsoft SQL Server from your system where you plan to
install BigFix, ensure that all the Microsoft SQL components are correctly deleted
before running the installation.

Note: The version of Microsoft SQL Server installed with BigFix is SQL Server

Evaluation, which is a fully-functional version for a limited time (180 days).

The default installation path for the BigFix components is %°ROGRAM FI LES% Bi gFi x
Ent er pri se\ BES Server. If you want to change this customizable path, remember that
it must be made only by ASCII characters.

Note: On Windows the BigFix V10 server and Web Reports components support
only 64 bit architecture. For information about the complete list of operating

systems supported, see Detailed system requirements.

To install the server, follow these steps:
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1. If you have not already done so, run the Installation Guide (Start > Programs > BigFix >

BigFix Installation Guide). A new panel opens.

) BigFix Installation Guide - ®

BigFix Installation Guide Select a language: oK

= Welcome

Install or Upgrade Server Ready to Deploy BigFix!
Install or Upgrade Console Mow that you have provided the information used to customize BigFix to your
network environment, you are ready to install or upgrade the BigFix
components (Server, Consoles, Clients, and WebUI). The Server should be
Install or Upgrade WebUI installed or upgraded first, followed by the Consoles, the Clients, and the
WebUI.

Install or Upgrade Client

Browse Install Folders

Exit To begin, click the "Install Server” button in the navigaticn panel on the left.

@, Click here for more information about BigFix.

Licensed Matenals - Preperty of HCL @ Copyright HCL Technologies Limited 2001-2020. All
Rights Reserved. HCL, the HCL logo, and BigFix are trademarks or registered trademarks of HCL
Technologies Limited in the United States, other countries, or both,

f g [ ==~ =

2. Click Install or Upgrade Server:
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() BigFix Installation Guide - *
BigFix Installation Guide Select a language: |English v][ok |
Welcome
B Install or Upgrade Server Install or Upgrade BigFix Server
Install or Upgrade Console The BigFix Server communicates with the BigFix Clients, Consoles, and

WebUI. The Server stores all the information about the Clients and sends

Install or Upgrade Client ' - y
Fixlet messages and actions to the Clients.

Install or Upgrade WebUI
¢, Click here to view the BigFix Server system requirements

Browse Install Folders

Exit If you wish to install or upgrade the BigFix Server on this computer, click the
link below. Otherwise, click the "Browse Install Folders" button in the
navigation panel on the left, copy the "Server" folder to the intended
computer, and run the "setup.exe" application on it.

After you install or upgrade the BigFix Server, you will need to install or
upgrade the Console and Clients.

#¥] Install or Upgrade the Server on this computer

l o [ == =

Click Install or Upgrade the Server on this computer to install the server locally.
If you want to install the server on a different computer run the following steps:
a. Click Browse Install Folders.
b. Copy the Server folder to the target computer.

c. On the target computer double-click set up. exe to launch the installer.
. On the welcome page, click Next.

. Select the features that you want to install and click Next..

. After reading the License Agreement, click Yes to accept it and continue.

. A dialog displays a list of the Server components about to be installed. In general,

accept the default components and click Next.

. A dialog prompts you to choose a Single or Master Database or a Replicated
Database. Click the first button to create a Master database for later replication or if
you only need a Single database in your deployment. Click the second button to create
a Replica of an existing Master. If this is your initial installation, click the first button.
Click Next.
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8. A dialog prompts you to choose if you want to Use Local Database or Use Remote

10.

Database. If you want to use another computer to host the BigFix Database, it must
have a SQL Server already installed. The most common choice is to use the local
database. If you are installing BigFix with a remote database, see Installing a server
with remote database (on page 118).

. The installer prompts you for a destination for the Server components. The default

location is %°ROGRAM FI LES% Bi gFi x Enterpri se\ BES Server, butyou can
specify a different location by clicking the Browse button. If you want to change this
customizable path, remember that it must be made only by ASCII characters. When

you have chosen the destination, click Next.

The Server Properties dialog prompts you to enter a location for the Server web root
folder (if different from the default). This is where downloaded files for the Clients will

be stored. The default URL is also available for editing, if you want to change it.

BigFix Server - InstallShield Wizard >

Y

The WwhwRoot falder below will be uzed as the web server's root falder.

Server Properties

To inztall to a different folder, please modify the path below,

what Path: I:Z:"-.F'n:u:lrarn Filez [#86]%BigFix EnterprizehBES Serverwwwmaotbes |

LRL: |http:;";’.-’-‘-.GElWINTESTTS:EEm1 |

Set Prowy

¢ Back Cancel
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Note: No other application can be listening on the BigFix port or errors
will occur. Do not use port number 52314 for the network communication

between the BigFix components because it is reserved for proxy agents.

11. In the Server Properties dialog, click Set Proxy if a proxy must be used to
communicate over the internet to external content sites or to BigFix subnetworks. The

Proxy Settings panel opens. In this panel you can configure the proxy connection.

Proxy Settings -

Prosxy

Address Port
| 20

Credentials

User

Password

Confirm password

Exception list
127.0.0.1,localhost

Use comma () to separate entries.

[ ] Enforce proxy tunneling

[ ] Use proxy for downstream communication

Authentication Methods

[®) Let the Proxy choose the authentication method

() Allow the Proxy to choose between one of the following methods:

FIPS compatible FIPS not cormpatible
Basic Digest
Megotiate
MTLM

Test Connection QK Cancel
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12. Specify:

» The host name or IP Address and, optionally, the port number to communicate
with the proxy machine.

* The credentials of the user defined on the proxy machine that must be used
when establishing the connection.

« The comma-separated list of host names, subdomains, IP addresses that
identify systems in the BigFix topology that must not be reached thru the
proxy. By default, BigFix V9.5 prevents diverting internal communications
towards the proxy. If you set a value in this field, you overwrite the default
behavior. To ensure that internal communications are not directed to the proxy,
add | ocal host, 127.0.0.1, yourdomai n.com |P_Address to the list of
exceptions specified in this field.

» Whether or not the proxy is enforced to attempt tunneling. By default the proxy
does not attempt tunneling.

« The authentication method to use when establishing the communication. You
can either let the proxy choose the authentication method or you can impose to

use specific authentication methods.

Note: If you plan to enable FIPS mode, ensure that the proxy
configuration is set up to use an authentication method other than

di gest.

Click Test Connection to verify if the connection with the proxy that you configured

can be successfully established.

For more information about the values and the syntax to use in these input fields, see

Setting a proxy connection on the server (on page 426).

Click OK to proceed with the next step.

Note: The proxy configuration specified at this step is saved in the server

configuration file BESSer ver . confi g and it is used also at runtime.

13. The Web Reports Properties dialog prompts you to enter:
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« A location for the Web Reports web root folder (WW\Root ), if different from the
default.

 The port number to use. The default value is:

> 8080 if you are installing BigFix Version 9.5 earlier than Patch 2 (9.5.2).
In this case, during the installation, the Web Reports component is
configured to use the HTTP protocol.
> 8083 if you are installing BigFix Version 9.5 Patch 2 (9.5.2) or later. In this
case, during the installation, the Web Reports component is configured to
use the HTTPS protocol.
In both cases, if you want, you can modify the Web reports configuration, after
the installation completes successfully.

« The user installing the Web Reports component. You can choose to create the
user during the installation or to use an already existing user. The default user is
LocalSystem.

14. The Server installer opens a window displaying the selected installation parameters of

the components to be installed. Click Next to continue the installation.

15. The program prompts you to locate your | i cense. pvk file. Click the Browse button to

locate the file. Enter your password to initialize the database and click OK to continue.

16. After the database has been initialized you are prompted to enter your initial
username and password for the BigFix console. This is the account used to log in to

the console the first time. It is a fully privileged master operator account.

17. The BigFix server installation is now complete. Ensure that the box labeled Run the

BigFix Diagnostic Tool is unchecked and then click Finish to exit the wizard.

Note:

If you select to run the diagnostic tools at this stage, some steps are likely to
fail (for example, you have not installed a client yet). However, the services
and web reports should be running correctly.

18. Follow the instructions listed in Installing the clients (on page 215) to install the

BigFix Client locally on the same Windows system where you installed the Server.
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19. On the Windows desktop select Start > Run the BigFix Diagnostic Tool. The BigFix
Diagnostic Tool tabs show the results of the verification run in your environment. For

more information about this tool, see Running the BigFix Diagnostics tool (on page

126).

Installing a server with local database

When performing a fresh installation of BigFix Server Version 10, you can either perform an

evaluation installation or a production installation.

To install a BigFix server with a production license, perform the following steps:

1. On the computer where you want to install the BigFix server, run the BigFix Server -

InstallShield Wizard.
2. Select the features that you want to install.

BigFix Server - InstallShield Wizard

Select Features
Select the features setup will install.

P W BiigFix Server

- [Alweb Reports

150.09 MB of space reguired on the C drive
7797.64 MB of space available on the C drive

= Back

Select the features you want to install, and deselect the features you do not want to install.

Pt

e Y

Description

All components for the BigFix
Server

3. During the server installation, select Single or Master Database as database

replication.
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BigFix Server - InstallShield Wizard >

Select Database Replication

Select the databaze replication to be uzed by BigFix. <‘

® Single or Master Database
There iz only one databasze in the deployment, or thiz iz the master database.

O Replicated Database

The databaze will replicate from an existing databaze in the deployment. & master
databaze must already exist.

< Back Cancel

4. Select Use Local Database as the type of database.

BigFix Server - InstallShield Wizard X

Select Database

Select the databaze to be uzed by BigFix. <‘

® Use Local Database
Inztall the BigFix databases an the local complter.

_) Use Remote Database

Inztall the BigFix databases an a netwark cormputer that already haz SOL Server
inztalled.

< Back Cancel
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5. After choosing the Use Local Database option, if no supported SQL Server instance is

found on the local computer, the followig error message is displayed:

Mo Supported S0L Instance >

Mo supported SCL Server instance found. If you want to use a local
database, please install a supported 5CL Server version and then run
this installer again.

OK

6. The set up shows you the destination folder where it installs:
a. The BigFix Server.
b. The Web server wwwroot folder.
c. The Web Reports wwwroot folder.
7. Specify the type of user that will run the Web Reports services, either a custom user or

the LocalSystem user.

BigFix Server - InstallShield Wizard >

Select Web Reports User

Select the uger that will run the Web Reparts service. <‘
N

(® Specify a Custom User

The Web Reports zervice will be wn by a uzer of your choice.

0 Use the LocalSystem User

The "Web Reportz zervice will be wn by the LocalSpstem user.

¢ Back Cancel
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8. If you choose to specify a custom user, you can enter the credentials of an existing
Windows user, or enter the information needed to create a new user during the

installation:

BigFix Server - InstallShield Wizard >

Logon Information

Specfy a user account and password. <‘

Spedfy the user account that will run the Web Reparts service, User accounts must be in the
format DOMAINYJsername or username @example, domain. com.

User name:

| MYWINSERVER \Administrator] |

Password:

Select the button below to spedfy information abowt & new user that will be
created during the installation.

Mew User Information...

9. Review all the installation information displayed and click Next.

Troubleshooting the server installation
Server installation issue and solution.

When performing a production installation of BigFix Server Version 10 with a local database,

you might receive the following error message:

The installation of SQL Server 2016 SP1 Evaluation failed, and has not been properly set

up. Setup will now exit.
If the SQL Server installation fails, ensure that you locate and view the following file:

%progranfil es®d M crosoft SQ. Server\ 130\ Set up Boot strap\Log

\ Summary. t xt
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If the summary text file reports, for the features Database Engine Services and SQL Client

Connectivity SDK, the following details:
Component error code: 1706

Error description: An installation package for the product Microsoft SQL Server 2012
Native Client cannot be found. Try the installation again using a valid copy of the

installation package sqincli.msi.

Perform these steps:

1. Uninstall the SQL Server Native Client 2012 and any components of SQL Server 2016
which were installed.
2. Restart the server.

3. Try running the server installation again.

Installing a server with remote database
Prerequisites to install with a remote database.

Before installing a BigFix server with a remote database, ensure that:

* You install the BigFix Server as a user with SA privileges.
« The SQL Server Browser is running.

» The Windows Authentication or the SQL Server Authentication is enabled.

Creating a new database user

After creating a database instance on the machine where the Microsoft SQL Server is
installed, if you do not want to use the SA user for the database connection, you must create

a new user with the sysadni n server role.

To create a new user for a specific database instance, for example Bl GFI X, perform the

following steps:

1. Start the Microsoft SQL Server Management Studio.

2. In the Connect to Server panel, specify the following parameters:

Server Type



Database Engine

Server Name
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<DB_HOSTNAME>\ <I NSTANCE_NAME> If the server host name is MYW NSRV,

and the instance name is BI GFI X, the server name is: MYW NSRW Bl GFI X.

=L Connect to Server -
SQL Server
Server bype:  Detanese Engine bl
Servar name: WIS ERSEL v
Athentication :ll'mﬂD‘M'IS.FI.E'IEﬂ.II:ﬂ.I:IE W
MTWINSRV\Administrabor
| Gomect || Comcel |[ b || Gpeons |

3. From the portfolio, select Security -> Login -> New Login.

4. In the General tab, specify the User Name and the credential for SQL Server
Authentication and click OK.

5. In the Server Roles tab, select sysadmin and click OK.

Selec] a page
& Gl

B Sarver Flzlse
& Lsar Mopong
& Socernbies
& Suter

Login - Mew
AT St = igh Help

Serveny roie- 15 USed 10 grant serverwide.SeCUITy peviieges 10 8 LBer.
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6. In the Status tab, ensure that the following selections are displayed and click OK.

i Login - New [= = ]

Saelecta
e I 5eme = @ Hee
& Server Roiea
i User apping Semrgn
B Seounmbizs
p@ Pesrinasn lo eormeel ba dalshase engre
% Grent
) Dary
Loge
™ Enabied
O Draled
Shais
S0 Server authentizetion
Conios
Gerawr

WIS B X

Cannecion:
WGV Admirnmion

i M connBion pry e

Reacy

Ok || Coed |

Starting the SQL Server Browser

On the computer where the Microsoft SQL Server is installed, ensure that the SQL Server
Browser is running.

Perform the following steps:

1. Start the SQL Server Configuration Manager.

2. Select SQL Server Services and start the SQL Server Browser if it is not running:

=

o Sql Server Configuration Manager

Ble  Actian  Yeew  Help

EEE IR

'B SOL Server Comfiquration Mansger (Local) Blanii i Srabe Snart Mzds
B $0L Serves Services [E SO0 S (BRG] Running Sannmats
B 554 Serverbebwork Configuration (22| Eyor Server (MSSCLSERVER) [ Bartnmat

t 5 SO Metve Client 110 Configrestion (338 | F So Sorvir Agunt (HGFXE)
p B 50U Server Mebwork Condiguration
& B SO Neive Client 110 Configestion

Soppad Ml
[R50 Server & gent IMSSCLSERVER) Stopped Msrusl

i S0, Sewver Broveser Running Aufnmatic
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Enabling the SQL Server Authentication Mode

On the computer where the Microsoft SQL Server is installed, ensure that the SQL Server

Authentication Mode is enabled.

Perform the following steps:

1. Start the Microsoft SQL Server Management Studio.
2. Select the database instance.

3. Select Properties > Security.

,_.g; Microsoft SQL Server Management Studio (Administrator)
File Edit View Debug Tools Window Help

~ | i3 - -2 i | M Mew CQuery i AR |

Object Explorer

Connect~ ¥ ¥ VI
=) MYWINSRVABIGFIX (SOL Server 13.0.401
Databases Connect...

Security Disconnect

Sem.er O.hJECtS Register...
Replication
PolyBase New Query
AlwaysOn High Avail

Management

Activity Monitor

Integration Services C Start
2 SOL Server Agent (Ac Stop

Pause
Resurme

Restart

Policies

Facets

Start Powershell

Reports

Refresh
Properties
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4. Verify that SQL Server and Windows Authentication mode is selected.

Installing a server with remote database SQL authentication
Procedure to install a BigFix server with a remote database.

Perform the following steps:

1. On the computer where you want to install the BigFix server, run the installation.
2. During the server installation, select Single or Master Database as database
replication.

BigFix Server - InstallShield Wizard >

Select Database Replication

Select the databaze replication to be uzed by BigFix. <‘
N

® Single or Master Database
There iz only one databasze in the deployment, or thiz iz the master database.

O Replicated Database

The databaze will replicate from an existing databaze in the deployment. & master
databaze must already exist.

< Back Cancel

3. Select Use Remote Database as the type of database.
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BigFix Server - InstallShield Wizard X

Select Database

Select the databaze to be uzed by BigFix. “
N

(0 Use Local Database
Inztall the BigFix databases an the local complter.

® Use Remote Database
Inztall the BigFix databases an a netwark cormputer that already haz SOL Server
inztalled.

< Back Cancel

4. In the Database Server window, click Browse and select the database server instance

you want to use.

Note:

During the installation on Windows Servers, when the installer must connect
to the remote SQL Server database engine, the computer might display a

message related to the Computer Browser Service:

Comput er Browser Error with Wndows Authentication

To correct this issue, enable the file and printer sharing option by following

these steps:

a. Go to Control Panel > Network and Sharing Center.
b. Click Change advanced sharing settings.
c. Click the down arrow next to the network you want to enable file and

printer sharing for.
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d. Select Turn on file and printer sharing.
e. Save the changes.

5. Select the authentication method. If you select SQL Server Authentication using the

login ID and password below, provide the credentials of the user with SA privileges.

Note: These credentials are stored in clear text in the Windows registry but

they get obfuscated after the first time the service using these credentials is
started again.

BigFix Server - InstallShield Wizard >

Databaze Server

Select database server and authentication method. <‘
.

Specify a databaze engine, for example: "host_name", "IP", "host_namehinstance_name",
"I part”, et

M+ _REMOTE_SERWERWMY_SOL_IMSTAMCE |
The login uged MUST BE THE "SA' ACCOUNT ar have identical privileges.

Connect using:

() windows authentication credentialz of current user

(®) SOL Server authentication using the Login 1D and pazswaord below

Login 1D | za |

Paszword: | (TTTTT YT |

< Back Cancel

The database is created on the remote computer where the Microsoft SQL Server is

installed. On the computer where the BigFix Server is installed, the registry is updated
with the database authentication credentials.

Note: If you choose to connect to a remote SQL Server database using the Windows
authentication, ensure that you:
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« Specify a Windows domain user that can access both the local and the
remote computer.
« Specify a Windows domain user that has sysadmin privileges on the database

engine, at least during this installation and during the following upgrade.

Moreover, if you choose the Windows authentication, the user chosen to access the
remote database will run the BigFix Server services and also the Web Reports server
service (if present on the same computer).

Installing a server with remote database deployed in a docker
container

From Patch 2, you can install the Windows server with a remote database using a Microsoft

SQL Server Docker image.

The official Docker images developed and supported by Microsoft are available at: https://

hub.docker.com/_/microsoft-mssql-server.

The supported configurations are available at: Technical support policy for Microsoft SQL

Server.

BigFix Platform supports only Docker images based on Ubuntu 16.04 platform or, in case of
Version SQL Server 2022, Ubuntu 20.04 LTS platform.

For more details about the Microsoft SQL Server deployment inside a a docker container,

refer to the following Microsoft documentation pages, depending on the version you need:

* Quickstart: Run SQL Server container images with Docker (Version SQL Server 2017
available starting from Patch 2)

* Quickstart: Run SQL Server container images with Docker (Version SQL Server 2019
available starting from Patch 2)

« Quickstart: Run SQL Server container images with Docker (Version SQL Server 2022

available starting from Patch 10)


https://hub.docker.com/_/microsoft-mssql-server
https://hub.docker.com/_/microsoft-mssql-server
https://support.microsoft.com/en-us/help/4047326/support-policy-for-microsoft-sql-server
https://support.microsoft.com/en-us/help/4047326/support-policy-for-microsoft-sql-server
https://docs.microsoft.com/en-us/sql/linux/quickstart-install-connect-docker?view=sql-server-2017&pivots=cs1-bash
https://docs.microsoft.com/en-us/sql/linux/quickstart-install-connect-docker?view=sql-server-linux-ver15&pivots=cs1-bash
https://learn.microsoft.com/en-us/sql/linux/quickstart-install-connect-docker?view=sql-server-linux-ver16&preserve-view=true&pivots=cs1-bash#pullandrun2022
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Note: The Windows authentication described in Installing a server with remote

database SQL authentication (on page 122) is not supported.

Running the BigFix Diagnostics tool
The BigFix Diagnostics tool verifies that the server components are working correctly.

It identifies components that are incorrectly configured or non-functional and displays the

results. To run the diagnostics, follow these steps:

1. If you have just installed the Server, the Diagnostics Tool should already be running.

Otherwise, log on to the Server as an administrator and launch the program.
Start > Programs > BigFix > BigFix Diagnostics Tool.

The program analyzes the server components and creates a report.
2. For more in-depth information, click the Full Interface . The BigFix Diagnostic control
panel is displayed. This window has tabs corresponding to the categories of server

diagnostics, including Services and Web Reports.
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Server |Sewic5 | Web Reports | About |

®

@ BES Root Server Running

| Server logged in as: LocalSystem

Client Register Plugin

Post Results Plugin
BESGatherMirror Plugin
BESGatherMirrarMew Plugin
BESMirrorRequest Plugin

Verifying that Server can reach the Internet, using the proxy if configured (This might not
pass immediately after a fresh install).

Verifying that AGOWINTESTTZ refers to this machine
Checking that this machine is not a domain controller

Checking that this machine is running a Windows server cperating system

Checking that this machine is running the BES Client

P OO0 O 00006060
@® 808 ® ooOO®O®S®

Checking that TCP/IP is enabled on SCL server

Test Failed: Checking that this rnachine is running the BES Client
Reason: The service does not exist

Test Failed: Checking that TCP/IP is enabled on SCL server
Reason: TCP/IP does not appear to be enabled on 50L Server

Result

Note: If the message Verifying that the BESGat her service can reach
the Internet is displayed after a fresh install and you have a proxy, ensure
that you configured it as described in Setting up a proxy connection (on page
419).
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If you have not yet installed the client, a warning light is shown. It becomes green as
soon as you install the client.
3. In the Services tab check if the database and gathering services are correctly installed

and running.

Server | Services |"||I"||'e|:r Reports | About |

FillDE Service Installed
FillDE Service Running
GatherDE Service Installed

GatherDE Service Running

Wiew Server Diagnostics

4 out of 4 tests passed
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If a red light is glowing next to an item, it indicates a failure of that component. You
must address the stated problem before you can be sure that the Server is functioning

correctly. Similarly, there is a tab to diagnose the Web Reports server.

Vel Report | About

| M’ebﬁeporls is installed; testing installation.

@ Web Reports Server Running

1 cut of 1 tests passed
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4. To find out more information, click the question mark button to the right of any item.
These buttons link to knowledge-base articles at the BigFix Support Site.

5. If all the buttons are glowing green, click Close to exit the Diagnostic.

Note: If the Server computer is a member of a domain, but you are logged in as a
local user, the Diagnostics Tool will sometimes erroneously report that permissions
are incorrect. If you see that your permissions tests are incorrectly failing, you can

safely ignore the diagnostics warnings.

Installing the Client on Windows

For more details about how to install the Clients, see section Installing the clients (on page
215).

Installing the console

The BigFix console lets the operator monitor and fix problems on all managed computers

across the network.

It can be installed on any computer that can make a network connection via HTTPS port
52311 to the server. Except in testing or evaluation environments, do not run the console on
the server computer itself due to the performance and security implications of having the

publisher key credentials on a computer that is running a database or web server.

To install the console, follow these steps:

1. Run the Installation Guide (Start > Programs > BigFix > BigFix Installation Guide).
Click Install BigFix Components.

2. From the next panel, click Install Console.

3. When prompted, enter the installation location for the console. The default location is
9%PROGRAM FI LES% Bi gFi x Enterpri se\ BES Consol e. To choose another destination,
click Browse and navigate to the desired location. Click Next to continue.

4. After the files are installed, click Finish to complete the installation. You can now

choose to launch the console, or continue to the next section to install the clients.



Installation Guide | 8 - Installing on Windows systems | 131

For more details about using the console program, see the BigFix Console Users Guide.

Installing a stand-alone Web Reports server
By default, the Web Reports component is installed along with the BigFix server.

However, you can choose not to install this component by deselecting the related check box

in the following dialog:

BigFix Server - InstallShield Wizard >

Select Features

Select the features setup will install. <‘
N

Select the features you want to install, and deselect the features you do not want to install.

ki
L[] web Reparts All compenents for the BigFix
Server

150,09 MB of space required an the C drive
7797.64 MB of space available on the C drive

You can install it later only on a different system by running the following steps:

1. Copy the BESI nst al | er s\ Ser ver directory from your BigFix server to the system
where you want to install the stand-alone Web Reports server.

2. From the Server directory, run the setup.exe program to start the server installer.

3. In the Select Features dialog, select to install only the Web Reports component.

4. Complete by choosing the database options that applies to your configuration. If you

select Use Remote Database, complete the following configuration steps:
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a. On the Database Server window select the desired authentication method. If
you choose Windows authentication, you must later on modify the Web Reports
service logon to use a Windows authenticated user logon.

b. On the Select Features dialog, ensure that only the Web Reports check box is
selected.

c. Choose the appropriate Destination Location.

d. Choose where the Web Reports server will have its root directory and click Next.

5. Starting from V9.5.3, you can specify the type of user that will run the Web Reports

services in this dialog:

BigFix Server - InstallShield Wizard >

Select Web Heports User

Select the user that will run the Web Reports service. “
QN

® Specify a Custom User

The ‘Weh Reportz service will be wn by a uzer of your chaice.

) Use the LocalSystem User

The "Weh Reportz service will be wn by the LocalSpstem user.

¢ Back Cancel
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a. If you choose to specify the LocalSystem User, you continue with step 7 and
review the installation parameters. If you choose to specify a custom user, you

see the following dialog:

BigFix Server - InstallShield Wizard >

Logon Information

Spedfy a user account and password., <‘

Spedfy the user account that will run the Web Repaorts service. User accounts must be in the
format DOMAIMYUsername or username @example . domain. com.

User name:

| MYWINSERVER \Administrator] |

Password:

Select the button below to spedfy information about a new user that wil be
created during the installation.

Mew User Information. ..

where you can specify an existing local user. This user does not need to have
any particular rights or to belong to a group with particular rights to be used as
a Web Reports installation user. Enter manually the user name and password or
click the Browse button to select the user. If you want to create a new user, click

New User Information, and enter the required information in this dialog:
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Mew User Information 4

Domain or server
AGOWINTESTT3

Group

| | Browse...

User name:

Password:

Confirm password:

Cancel

Note: If you are upgrading from earlier versions, the Web Reports service user

remains the same as before the upgrade.

6. Review the installation parameters and click Next to trigger the installation.

7. Specify the database login for the server components and authentication method and
click Next.

8. Configure a data source to specify the BigFix server from where the data are
collected. To create or modify a data source, see the procedure in Datasource

Settings.

Note: If you run a fresh installation of Web Reports V9.5.2 or later, the HTTPS
configuration is automatically enabled on port 8083. After the installation
completes successfully, you can switch to the HTTP configuration by changing
the value of the _WebReports_HTTPSer ver _UseSSLFI ag setting to 0. For more
information, see Customizing HTTPS on Web Reports.


https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Web_Reports/c_datasource_settings.html
https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Web_Reports/c_datasource_settings.html
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Installing the WebUI

Use this procedure to install the WebUI on BigFix Version 10.

Prerequisites: Before running this procedure, ensure that you installed the BigFix client.

Note: You can install the WebUI component either locally on your BigFix server or
on a different client computer of your environment. Only one WebUI installation is

supported in your BigFix environment.

Note: You can install the WebUI component on Windows Server 2016, Windows
Server 2019 or Windows Server 2022.

Note: To install the WebUIl component on a different computer, you can use the
Fixlet named Install BigFix WebUI Service (Version 10). For more details, see

Installation Procedure.

To manually install the BigFix WebUIl component on BigFix Version 10, perform the following
steps:

1. If you are installing the WebUIl component on a remote client computer of your
environment and not on your BigFix server, ensure that you copy from the server to the
remote client computer:

e The set up. exe file located in the Bi gFi x Enterprise\BES Installers
\ WebUI'\ server directory.

« The certificates that you have generated for the client computer where you will
install the WebUI by running the BESAdni n. exe /creat ewebui credenti al s
command on the server. For more details about the command, see BESAdmin
Windows Command Line (on page 295).

2. Run the set up. exe file located in the Bi gFi x Enterprise\BES Installers
\ WebUI'\ directory to launch the InstallShield Wizard for the BigFix WebUI.


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_before_running_fixlet_2556___i.html
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3. If you are installing the WebUIl component on the same computer where you installed
your BigFix server (local WebUI), you will see the following dialog. Otherwise, if you are

installing a remote WebUI, skip this step and move to step 4.

ﬁ BigFizx WebUl Service - InstallShield Wizard >

License credentials

Specify your license credentials . . “
- '

Site Admin Private Key (license. pvk):

|=:n|:|ne selected > Browse...

Site Admin Private Key password:

Masthead file (masthead.afxm):

|::nu:une selected= Browse...

InstallShield

Provide the location of the license.pvk file and the corresponding password. Specify
the location of your masthead file. Click Next, skip the next step and move to step 5.
4. If you are installing the WebUI component on a computer where the BigFix server is

not installed (remote WebUI), you will see the WebUI Certificates Folder dialog.
If you have a folder named cert_hostname in the same directory where the
set up. exe file of the WebUI component is located, this folder will be the default
directory used by the installer. Otherwise, browse and select the folder containing the
following files:

- ca.crt

« auth_cert.crt

« auth_key.key
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Note: The certificates must have been generated for the computer where you
are installing the WebUI. To generate the certificates, run the BESAdmi n. exe /
cr eat ewebui cr edent i al s command. For more details about the command,
see BESAdmin Windows Command Line (on page 295).

5. Browse and select the WebUI installation folder, if different from the default folder.

1 BigFix WebUI Service - InstallShield Wizard x
Destination Folder
Click Mext to install to this folder, or dick Change to install to a diﬁeriﬁ:lder. “
il
Install BigFix WebUI Service to:
_,../ C:\Program Files (x86)BigFix Enterprise\BES WebUI! Change. ..
InstallShield
= Carce

6. Specify the BigFix database server and the related authentication method. You can
connect to the database by using either the Windows authentication or the SQL Server
authentication. For the WebUI to function properly, you must specify a user with

sysadmin privileges.
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ﬁ BigFix WeblU| Service - InstallShield Wizard >

Database Server

Select database server and authentication method . . 4‘

Spedfy a database engine, for example: “(Jocal)”, "host_name®, “IP",
"host_name\instance_name”, "IF,port”, etc,

ffocal)
The login used MUST BE THE 'SA' ACCOUNT or have identical privileges.

Connect using:

(®) Windows authentication credentials below (DOMAINYJzername)

() 5QL Server authentication credentials below (for example, sa)

Login ID: |MYWINSERVER \Administrator

Password: || | |

InstallShield

7. Click Install to proceed with the BigFix WebUI installation.

ﬁ BigFix WeblU| Service - InstallShield Wizard >

Ready to Install the Program

The wizard is ready to beqin installation. . . 4‘

Click Install to begin the installation.

If you want to review or change any of your installation settings, didk Badk. Click Cancel to
exit the wizard.

InstallShield
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8. The installation process might take several minutes. When the installation completes,

click Finish to exit the wizard.

Removing the BigFix components from Windows

You can have one or more BigFix components installed on a local system and you can

decide to remove one or all of them at the same time.

To uninstall one or more BigFix components installed on a local Windows system, run the

following steps:

1. Visit BigFix Enterprise Suite Download Center.

2. Open the release page associated with the version you are using and download the
BESRemove.exe utility (listed under the Utilities section).

3. Double-click BESRemove.exe to run the utility.


https://support.bigfix.com/bes/release/
https://support.bigfix.com/bes/release/
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O

BigFix Removal Utility

= =

Product List:

Mame Version

AZA Mot Installed

BigFix Client 10,0.0.125

BigFix Client Deploy Tool Mot Installed

BigFix Console 10.0.0.125

BigFix Installation Generator 10.0.0.125

BigFix Plugin Portal Mot Installed

BigFix Relay Mot Installed

BigFix Server 10.0.0.125

BigFix Server AP Mot Installed

BigFix WeblUIl Service 10.0.0.125

Client Logging Service Mot Installed

DLP Mot Installed

Microsoft SCL Server Desktop Engine Mot Installed

Software Asset Management Mot Installed

Supporting Databases Enterprise 10.38

Remove Fermove All

Log:

Looking for the install location of "BigFix Enterprise Client™ in s
"HELMY SOFTHARE\Microsoft\Windows\CurrentWVersiontUninstall™. . .not
found

Looking for the install location in "HELM\S0FTWAREWMicrosoft
WHindowshwCurrentVersion'\pp Paths\BESClient.exe: [Path]™...found
path "C:%Program Files (x86&)\BigFix Enterprise“BES Clienth™
Checking for file "C:\Program Files (x8&)\BigFix Enterprise‘\BES
ClientyM.-\BES BZA™._ _not found

Trying to read the wersiomn of file "C:\Program Files (x8&)‘\BigFix
Enterprise\BES Clienti%._“\BES AZA\BESAZADLL 411" ._._.file not found
Checking for registry key "HELMMZWSOFTWAREMZBigFix\EnterpriselClient
WAZA" . . _not found

w

4. Select the components that you want to uninstall and then click Remove, or click

Remove All to remove from the system all the BigFix components installed.

DSA on Windows
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Installing Additional Windows Servers (DSA)

Before proceeding with this section, determine your authentication method and complete

the appropriate steps in Authenticating Additional Servers (on page 144).

For each additional server that you want to add to your deployment, make sure it can

communicate with the other servers, and then follow these steps:

. Download the BigFix Server installer having the same version as the one installed on

the master server.

. Copy the l'i cense. pvk and mast head. af xmfiles from the master server to each

computer where you intend to install an additional DSA Server.

. Each DSA Server must have its own SQL Server database engine, either local or

remote. Ensure that each server uses the same SQL Server version. Do not use the

same database engine to store the databases of two different DSA servers. Each

DSA Server must be able to access its own database engine and also the database

engines of the other DSA Servers.

. Use the same authentication method to access all the SQL Server database engines,
either Windows authentication or SQL Server authentication. If you chose the
Windows authentication method, use the same domain user to access all your
database engines. If you chose the SQL Server authentication method, use the same
user name and password. Ensure that your database user has sysadmin privileges on
all database engines.

. If you are extracting the server installer from the Installation Generator, select
Production Deployment, and | want to install with an existing masthead. Specify the
mast head. af xmfile from the master server.

. On the dialog of the server installer, choose a combination of components that
includes the BigFix Server. Do not install the WebUI component on the secondary DSA
servers.

. On the Select Database Replication dialog of the server installer, select Replicated
Database.

. On the Select Database dialog, select Local Database to host the server's own

database locally (typical for most applications). When choosing this option, the user
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that is installing the server will be used to access the server's own database through

Windows authentication.

Note: You can also select a remote database hosted on a different computer.
In this case ensure that the computer you are installing BigFix on can resolve
the hostname of the remote server where the database resides. For additional

information see Installing a server with remote database (on page 118).

9. Proceed through the installation dialogs until the Database Connection dialog.
Enter the hostname or IP address of the computer hosting the database of your
primary server, and the credentials of an account with db_owner permissions on the

BFEnterprise database.

{2) Database Connection b4

In order to register this server with the rest of the BigFix deployment, enter connection
informatien to the master server below.

Master Database: || w

Legin Authentication
(®) Windows Authentication

() SOL Server Authentication

Username:

Password:

QK Cancel

10. The BigFix Administration Tool displays a pop-up dialog containing an error message
in red, which describes a failed connection to the database that the server is trying to
replicate from. Ignore this error message and click OK.

11. If you select the check box Run the BigFix Diagnostic Tool on the last installation
dialog, after you click Finish, the BigFix Server Diagnostics displays a pop-up dialog
containing several test failures. Ignore this dialog and click Close.

12. On the master server, run the resign security data command by using the BigFix

Administration tool.
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.\ BESAdmi n. exe /resignsecuritydata

For additional information on the command, see BESAdmin Windows Command Line
(on page 295).

13. Verify that the other servers have been replicated.

Post installation steps

1. Depending on the authentication method used to access the SQL Server database
engine:

« If you are using Windows Authentication, ensure that the user running the FillDB
service on all DSA servers of your environement is the same Windows domain
user. This user must have access to all database engines used by your DSA
servers. If needed, change the Log On settings of the FillDB service on all your
DSA servers accordingly and then restart the service.

« If you are using SQL Authentication, stop the FillDB service on all your
DSA servers, open the registry key HKLM Sof t war e\ Wow6432Node\ Bi gFi x
\Enterprise Server\Fill DBand add the following string values to all your DSA

servers:

Repl i cati onDat abase = BFEnterprise
ReplicationUser = <l ogin name>

Repl i cati onPassword = <passwor d>

and restart the FilIDB service.

2. On the newly-installed server, run the BigFix Administration Tool and select the
Replication tab to see the current list of servers and their replication periods. Select
the newly-installed server from the pull-down menu, and verify in the list below that it
is successfully connected to the primary server. Then select the primary server in the
server drop-down, and verify that it is correctly connected to the new server. You might
need to wait for the next replication period before both servers show a successful

connection.



Installation Guide | 8 - Installing on Windows systems | 144

Note: The initial replication can take several minutes to hours, depending on
the size of your database. Wait for the replication to complete before taking
any actions from a console connected to the secondary DSA server. Moreover,
the replication process might get interrupted. If you experience this problem,

you can discuss it with your HCL Software Support.

3. The replication server window shows you the server configuration for your current
deployment. By default, your newly-installed server is configured to replicate directly
from the primary server's database every 5 minutes. This time interval can be changed

to a bigger value.

Authenticating Additional Servers
Multiple servers can provide a higher level of service for your BigFix installation.

If you choose to add Disaster Server Architecture (DSA) to your installation, you will be able
to recover from network and systems failures automatically while continuing to provide
local service. To take advantage of this function, you must have one or more additional
servers with a capability at least equal to your primary server. Because of the extra expense
and installation involved, you should carefully think through your needs before committing
to DSA.

You must first decide how you want your servers to communicate with each other. There are
three inter-server authentication options: the first two are flavors of NT and the third is SQL.
Because it is more secure, NT Authentication is recommended. You cannot mix and match;

all servers must use the same authorization.

Using NT Authentication with domain users and user groups

With this method, each server uses the specified domain user or a member of the specified

user group to access all the other servers in the deployment.

To authenticate your servers using domain users and user groups, follow these steps:
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1. Create a service account user or user group in your domain. For a user group,
add authorized domain users to your servers. You might need to have domain
administration privileges to do this.

2. On the Master Server, use SQL Server Management Studio to create a login for the
domain service account user or user group, with a default database of BFEnterprise,
and give this login System Admin (sa) authority or the DBO (DataBase Owner) role on
the BFEnterprise and master databases.

3. On the Master Server, change the LogOn settings for the FillDB, BES Root, and Web
Reports services to the domain user or member of the user group created in step 2,

and restart the services.

Note: After you complete the installation of the BigFix server and begin to use
Product sites, you might install additional components such as the BES Server
Plugin Service and BES NMAP Unmanaged Asset Importer. Both these services
have their LogOn settings set for the NT user for Remote Database access.

Using NT Authentication with domain computer groups

With this method, each server is added to a specified domain computer group and each

server accepts logins from members of that domain group.

To authenticate your servers using domain computer groups, follow these steps:

1. Create a Global Security Group in your domain containing your chosen servers. You
might need to have domain administration privileges to do this.

2. After creating the group, each server must be rebooted to update its domain
credentials.

3. On the Master Server, use SQL Server Management Studio to create a login for the
domain group, with a default database of BFEnterprise, and give this login System
Admin (sa) authority or the DBO (DataBase Owner) role on the BFEnterprise and

master databases.
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Using SQL Authentication

With this method, each server is given a login name and password, and is configured to

accept the login names and passwords of all other servers in the deployment.

The password for this account typed in clear text is obfuscated under the HKLMbranch of

the registry on each server, after the restart of the FillDB service.

To authenticate your servers using SQL authentication, follow these steps:

1. Choose a single login name (for example, besser ver | ogi n), and a single password to
be used by all servers in your deployment for inter-server authentication.

2. On the Master server, use SQL Server Management Studio to create a SQL Server
login with this name. Choose SQL Server Authentication as the authentication option
and specify the password. Change the default database to BFEnt er pri se and assign
the sysadmin server role to the new user, or map it to the role of db_owner on the
BFEnt er pri se and master databases.

3. On the master server, add the following string values under the HKLM Sof t war e
\ Wow6432Node\ Bi gFi x\ Ent er pri se Server\Fil | DBkey:

ReplicationUser = <l ogin name>
Repl i cati onPassword = <passwor d>

ReplicationPort = <SQL_port >

4. Restart the Fi | | DB service.

Note:

This choice must be made on a deployment-wide basis; you cannot mix
domain-authenticated servers with SQL-authenticated servers.

Repl i cati onUser, Repl i cati onPasswor d, and Repl i cati onPort must be
uniquely defined in all the server registries of your DSA environment.

All BigFix servers in your deployment must be running the same version of

SQL server.
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Uninstalling a Windows replication server

To uninstall a replication server, call the database-stored procedure
delete_replication_server, which removes the specified ID from the replication set. Be

careful not to delete the wrong server, or you might lock yourself out.

The details of this procedure are beyond the scope of this guide, but basically you must log
in to the database with SQL Server Management Studio. You can call the procedure with

something like:

call dbo. del ete_replication_server(n)

where n is the identifier of the server to delete.

The steps involved in completely deleting the server are beyond the scope of this guide,
but the full procedure is available in How to remove a secondary DSA server from BigFix

Administration Tool.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023345
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023345

Chapter 9. Installing on Linux systems

After understanding the terms and the administrative roles, you are ready to actually get

authorized and install the programs.

Because BigFix is powerful, you might want to limit access to trusted, authorized personnel
only. The program depends on a central repository of Fixlet actions called the Action

site, which uses public/private key encryption to protect against spoofing and other
unauthorized usage. To get started, you need authorization from HCL by getting a License

Authorization file, which will have a name like ConpanyNarne. BESLi censeAut hori zat i on.

Note: If you run a fresh installation of BigFix V9.5.6 or later using the License
Authorization file, be aware that limitations apply in managing Clients earlier than
V9.0 and in using Relays earlier than V9.5.6. This is due to the introduction of two
security enforcement services that are enabled, in this specific scenario, by default.
You can change this behavior after the installation completes by changing the
values assigned to mi ni munSupport edd i ent and mi nunmunSuppor t edRel ay as
described in BESAdmin Linux Command Line (on page 320).

The installation program collects further information about your deployment and then
creates a file called the action site masthead. This file establishes a chain of authority
from the BigFix root all the way down to the Console operators in your organization. The
masthead combines configuration information (IP addresses, ports, and so on) and license
information (how many Clients are authorized and for how long) together with a public key

used to verify the digital signatures.

Installing and configuring DB2

Depending on which version of DB2 you want to install, you install DB2 either before

installing the BigFix server or at the same time.

-DB2V11.5GA/11.5.4/11.5.5/11.5.6 / 11.5.7 / 11.5.8 / 11.5.9 Standard Edition:
If you want to install the Standard Edition, you must install this version of DB2 before

installing the BigFix server. Install it on the local workstation where you want to install
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the BigFix server or on a remote workstation. For information about how to install
and verify DB2 server installation on Red Hat Enterprise Linux server 64-bit, see DB2
servers and IBM data server clients. Before installing the BigFix server ensure that the
DB2V11.5GA/11.5.4/11.5.5/11.5.6 /11.5.7 / 11.5.8 / 11.5.9 Standard Edition has
been installed and started as follows:
o|fthe DB2V11.5GA/11.54/11.5.5/11.5.6/11.5.7/11.5.8/ 11.5.9 Standard
Edition is installed locally:
1. Ensure that the DB2 instance is up and running and that the DB2
administrative server is started. If you configured DB2 to use the default

user names, run the following commands:

su - db2instl
db2st art

exit

2. You can also verify that the DB2 instance is running by checking that the

db2sysc process is active using the following command:

ps -ef | grep db2sysc

o|fthe DB2V11.5GA/11.54/11.5.5/11.5.6 /11.5.7/11.5.8/11.5.9 Standard
Edition is installed remotely:
1.InstallaDB211.5GA/11.5.4/11.5.5/11.5.6 /11.5.7/11.5.8/11.5.9

client on the workstation from where you run the BigFix server installation.
The actual product you need to install is IBM Data Server Client 11.5
and its product identifier is "db2client". The port of the remote DB2
database (default 50000) must be reachable by the workstation where
the installation is running. No additional DB2 configurations (such as the

catalog of the remote database) are required.

Note:

To use a remote database for BigFix, ensure you provide the

following information in the installation procedure:


https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.qb.server.doc/doc/c0024080.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.qb.server.doc/doc/c0024080.html
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a. The remote DB2 node
b. The DB2 port number

c. The user name of the local DB2 instance owner for the

remote DB2 client and the remote DB2 server.

Important: The DB2 instance names used to install the BES Root

Server cannot contain the following special characters:
blanks, tabs (\t), returns (\n)and; & | " ' < >.

For the DB2 password rules, see Database requirements (on page
60).

To install the DB2 client you can run the installation wizard or the silent
installation with a response file. For additional details, see Installation
methods for IBM data server clients.

2. On the remote DB2, ensure that the DB2 instance is up and running and
that the DB2 administrative server is started. If you configured DB2 to use

the default user names, run the following commands:

su - db2instil
db2st art
exit
- DB2 V11.5.4 Standard Edition VPC: This BigFix installation package allows you to

install this version of DB2 and the BigFix server in one go.

During the installation of this bundle, you must provide the DB2 Administrative User

Password. For the DB2 password rules, see Database requirements (on page 60).

This version of DB2 is included in the BigFix Linux deliverable bundle, for certain

BigFix products only.

If you are using the product bundle that includes DB2, you must leave the DB2 setup
next to the BigFix Server setup folder when you extract the archive containing the


https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.swg.im.dbclient.install.doc/doc/c0022615.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.swg.im.dbclient.install.doc/doc/c0022615.html
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bundle. Otherwise you will need to specify the location of the DB2 setup during the

BigFix installation.

All the steps to configure DB2 are then performed by the BigFix server installation

program.

The settings used by the bundled DB2 setup are stored in the
db2wse tenpl at e. r sp response file. Some field values <EXAMPLE> are filled by

the BigFix installer, editing them is not recommended.

Note: The DB2 version embedded in BigFix 10.0.0 and 10.0.1 is DB2 11.5 GA
Standard Edition.

For information about database requirements, see Installation requirements for DB2

database products and Database requirements (on page 60).

Managing the DB2 licenses

For certain BigFix products only, the DB2 11.5 GA Standard Edition VPC (Virtual Processor
Core) license is provided with the Linux deliverable bundle. When available, the license is
named db2st d_vpc.|ic andis storedintheDB2 std vpc |icense\activation
bundle folder.

To add/view/remove DB2 licenses, use the db2licm tool in/ opt /i bm db2/ V11. 5/ adn .

To activate this DB2 license in addition to the ones you already have, run the following

command:

db2licm -a db2std_vpc.lic

To check the license status, run the following command:

db2licm -l

To remove an existing DB2 license, find out its product identifier by running:
db2licm -|

and then run the following command:

db2licm -r "product identifier"


https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.qb.server.doc/doc/r0025127.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.qb.server.doc/doc/r0025127.html
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Troubleshooting: DB2 bundle installation fails on Linux with DB2 error
DBI1702E

Problem description: The DB2 bundle installation fails showing the following errors.

Error found in the DB2 log:

Info: Installing DB2, please wait

Error: An error occurred while installing DB2.

Refer to the DB2 installation log file for additional details:

"/t np/ db2set up. | og’

Error: Unable to proceed with the installation of 'BigFix'.

Refer to the installation log file '/var/log/BESInstall.log" for additional

detail s.

Error found inthe / t np/ db2set up. | og file:

ERROR: DBl 1702E The specified service nane or port nunber conflicts with

existing values in the TCP/IP services file.

Solution: Perform the following two actions

1. Check that ports 50000, 60000, 60001, 60002, 60003 are not in use.
You can do so by inspecting the output of one of these commands:
sudo Isof -i -P -n | grep LISTEN

sudo netstat -tulpn | grep LISTEN
2. Check that those ports are not booked, by inspecting the / et ¢/ ser vi ces file.

Downloading BigFix
Download BigFix from HCL License & Delivery Portal (Flexnet).

You can download BigFix also from the support site at http://support.bigfix.com/bes/

install/downloadbes.html.

To install the server component, download one of the following files from HCL License &

Delivery Portal:


http://support.bigfix.com/bes/install/downloadbes.html
http://support.bigfix.com/bes/install/downloadbes.html
https://hclsoftware.flexnetoperations.com/flexnet/operationsportal/logon.do
https://hclsoftware.flexnetoperations.com/flexnet/operationsportal/logon.do
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Table 2. Parts required for installing BigFix Server Version 10

Software Name Image

BigFix Platform Install V10.0 for HCL_Bi gFi x_v10.0.x_Wn_Lnx_Install.zip
Multiplatform Multilingual

BigFix Platform Install V10.0 for Lin-
ux and DB2 Multilingual

HCL_Bi gFi x_PI'tfrmv10. 0. x_Li nux_DB2.tg

z

(contains the DB2 installer; only available with

certain BigFix products)
To extract the BigFix Linux Server installation files, perform the following steps:

1. Copy the compressed file on your Linux Server.
2. Extract the compressed file.

Performing an evaluation installation

To install a BigFix server with an evaluation license on Linux, perform the following steps:

1. On the computer where you want to install the BigFix server, from the shell where you

extract the contents of the . t gz server installer, enter the following command:

./linstall.sh

2. To install the Evaluation version, enter 1:

Sel ect the type of installation

[1] Evaluation: Request a free evaluation |license from HCL

This license allows you to install a fully functional copy of HCL
Bi gFi x on up to 1000 clients,

for a period of 30 days.

[2] Production: Install using a production |license or an

aut hori zation for a production |license.
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Choose one of the options above or press <Enter> to accept the default

val ue: [1]

. After reading the License Agreement, enter 1 to accept it and continue.

4. Enter your First Name, Last Name, Email address and Organization's Name to create

10.

11.

the digital signature.

. Enter the name with which your server is registered to the DNS. It will be used by the

BigFix clients to identify the BigFix server. It cannot be changed after a license is

created.

. Enter the server identification port to use for all communication by the BigFix

components or press <Enter> to accept the default value which is 52311.

. Enter the Web Reports server HTTPS port number or press <Enter> to accept the

default value which is 8083.

. Enter the WebUI HTTPS port number or press <Enter> to accept the default value

which is 443.

. Enter the WebUI HTTP redirect port number or press <Enter> to accept the default

value which is 80.

To configure the firewall, enter 1:

The firewall of the operating systemis active on the [ocal server.

To enabl e the comuni cation using the specified ports you can:

[1] Configure the firewall now

[2] Configure the firewall |ater

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

With DB2 already installed

« Enter the name of the local DB2 instance that you want to use or press <Enter>
to accept the default value which is db2i nst 1
« Enter the user name of the local DB2 instance owner that you want to use or

press <Enter> to accept the default value which is db2i nst 1

Without DB2 already installed



Installation Guide | 9 - Installing on Linux systems | 155

- To install DB2, press <Enter> to accept the default value which is 1:

The installer does not detect if DB2 is installed on the system
Speci fy which option corresponds to your installation:

[1] DB2 is not installed, install it.

[2] DB2 is installed, use the installed instance.

[3] Exit fromthe installation.

Choose one of the options above or press <Enter> to accept the

default value: [1]

DB2 is installed with the following default settings:

DB2 instance owner: db2instl

DB2 fenced user: db2fencl

DB2 admi ni stration server user: dasusrl

DB2 conmuni cati on port: 50000

DB2 installation directory: /opt/hcl/db2/V10.5

« If you want to use different values for these settings, specify them in the
installation response file or CLI options. Otherwise, press <Enter> to accept the

default value:

[1] Proceed to install DB2.

« If one or more DB2 prerequisite packages were not installed, you can ignore
the warning messages and proceed with the installation (not recommended)
or install the missing packages using the YUM repository, if configured
(recommended)

« Enter the location of the DB2 setup file or press <Enter> to accept the default
value whichis . ./ server/ db2set up

12. Enter the password of the DB2 administrative user. This password will also be used
to log in to the BigFix database and to digitally sign all actions taken from the BigFix
console.

13. Choose the key size that you want to use or press <Enter> to accept the default value

which is 2:
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Key size |evel

Provi de the key size that you want to use:

[1] "Mn' level (2048 bits)

[2] "Max' level (4096 bits)

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

14. Choose a folder for your private key (I i cense. pvk), the license certificate
(i cense. crt), and the site masthead (nast head. af xm) or press <Enter> to accept the
default value whichis . /1i cense.

15. Choose if you want to use the proxy to access the internet or press <Enter> to accept

the default value which is 2:

Proxy usage

[1] Use the proxy to access the internet

[2] Do not use the proxy

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

16. Choose the value of the encoding that will be used for the content (FXF Encoding) or

press <Enter> to accept the default value which is:

[ 8] West ern European | anguages ( Latin 1) - [1252]

17. Specify the DB2 port number or press <Enter> to accept the default value which is
50000.

After performing these steps, the evaluation license was generated successfully. If
you chose to generate a response file named r esponse. t xt, verify its content after the

installation.

Installation Command Options

You can run the Production or Evaluation installation in interactive or silent mode.

The full command to run any type of installation is the following:
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.linstall.sh [ -f <input _response file>] [ -g <output response file> ]
[ -upgrade ]
[ -reuseDb ] [ -opt <key nanel>=<key valuel>] [ -opt

<key_nane2>=<key_val ue2> ]

where:
-f <input_response_file>
Specifies the full path and file name of the response file to use.
-g <out put _response file>
Generates a response file.
- upgr ade
Runs the script to upgrade all the components.
-reuseDb

Allows you to use an existing database. If during the disaster recovery the

installation program finds BFENT or BESREPOR databases, it uses them.
-opt <key_name>=<key_val ue>

Allows you to override at runtime a value assigned to a key in the response
file.

Installing the components

Installing the Server

Before running the installation, to ensure you have all the prerequisites, see Server

requirements (on page 55).

Note: The installation program installs all prerequisites using Yum. For information
about how to configure Yum and Yum repositories see Configuring Yum and Yum

Repositories.


https://access.redhat.com/site/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Deployment_Guide/sec-Configuring_Yum_and_Yum_Repositories.html
https://access.redhat.com/site/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Deployment_Guide/sec-Configuring_Yum_and_Yum_Repositories.html
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To install the BigFix Server in your production environment, perform the following steps:

1. From the shell where you extract the server package, move to the installation
directory, Server | nstal | er _10. 0. xxx-r he6. x86_64 and enter the following

command:

./linstall.sh

If you want to generate a response file for future unattended installations, add the -g

option followed by the path where to store the response file, as follows:

.linstall.sh -g response.txt

2. To install the Production, enter 2.

Note: If you enter 1 to run the evaluation installation, consider that this type
of installation does not support the enhanced security option. For more

information about this feature, see Security Configuration Scenarios.

3. After reading the License Agreement, enter 1 to accept it and continue.

4. Select 1 if you want to install all the components.

5. Enter 1 to create a single database or a Master database for later replication. Enter
2 if you want to create a replica of an existing master database. For additional

information, see .

Sel ect the database replication:

[1] Single or master database

[2] Replicated database

Choose one of the options above or press <Enter> to accept the

default value: [1]

6. To use a local database, enter 1:

Sel ect the dat abase:
[1] Use a |ocal database

[2] Use a renote database



10.

11.
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Choose one of the options above or press <Enter> to accept the

default value: [1]

The local database name of BigFix server is BFENT. The local database name of Web
Reports is BESREPOR.

Note: To use a remote DB2 client node for BigFix, see Installing and
configuring DB2 (on page 148).

. Enter the location where the downloaded files for the Clients are stored:

Choose the server's root folder
Specify the location for the server's root folder or

press <Enter> to accept the default value: /var/opt/BESServer

. Enter the location where Web Reports stores its files:

Choose the Wb Reports server's root fol der
Specify the location for the Web Reports server's root folder or
press <Enter> to accept the default

val ue: /var/opt/BESWbReport sServer

. Enter the Web Reports HTTPS port number:

Choose the Web Reports server's port nunber:
Speci fy the port nunber or press <Enter> to accept the default val ue:

8083

If you are installing BigFix Version 9.5, the default value is 8083. If you are upgrading
to BigFix Version 9.5, the default value is 80.
Enter the WebUI HTTPS port number:

Speci fy the port nunber or press <Enter> to accept the default val ue:

443

Enter the WebUI HTTP redirect port number:
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Speci fy the port nunber or press <Enter> to accept the default val ue:

80

12. Specify the name of the local DB2 instance used by BigFix, or accept the default

name.

Note: The DB2 instance to be used is always the instance local to the system
where you are installing the server. If you are performing an installation with a
remote database, you must use the DB2 instance specified on the DB2 client

and not the one specified on the remote DB2 server.
13. Enter the user name for the DB2 local administrative user. The default is db2i nst 1.

DB2 | ocal administrative user
Speci fy the user nane of the |ocal DB2 instance owner that you want to
use or press <Enter>

to accept the default val ue: db2instl

14. Enter the DB2 local administrative user password.

DB2 | ocal adm nistrative user password:

Speci fy the password of the |ocal DB2 administrative user:

15. Enter 1 to apply an optimized configuration to the DB2 instance or 2 to skip the
configuration.

16. Enter the name of the BigFix administrative user.

Create the initial admnistrative user:
Specify the Usernane for the new user or press <Enter> to accept the

def aul t val ue:

17. Enter the password of the BigFix administrative user.

Create the initial admnistrative user:

Speci fy the password for the new user:

18. If the local firewall is running, the installation program allows you to configure it

automatically.
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Firewal | configuration

The firewall of the operating systemis active on the l[ocal server.

To enabl e the comuni cation using the specified ports you can:

[1] Configure the firewall now

[2] Configure the firewall |ater

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

Note: If you run the installation on a RHEL 7 system, you might be using
firewalld instead of iptables for managing the firewall. In this case you have to

configure the firewall rules manually as a post-installation step.
19. To run the installation using a BES license authorization file, enter 1.

Choose the setup type that best suits your needs:

[1] | want to install with a BES |icense authorization file
[2] | want to install with a production license that | already have
[3] | want to install with an existing nmast head

Choose one of the options above or press <Enter> to accept the default

val ue: [1]

Note: If you already ran a first installation, or part of it, you can specify
option 2 or 3, to install with an existing production license (I i cense. crt,

l'i cense. pvk) or an existing masthead (mast head. af xm).
20. Specify if you want to connect to the internet through a proxy.

Proxy usage

[1] Use the proxy to access the internet

[2] Do not use the proxy

Choose one of the options above or press <Enter> to accept the default

val ue: [2]
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Note: If you chose to use a proxy, before moving to the next step, perform the

steps described in Configuring the proxy (on page 168).

21. If you chose to install with a BES license authorization file, specify its location.

22. Specify the DNS name or IP address of the computer where you are installing the
server. This name is saved in your license and will be used by clients to identify the
BigFix server. It cannot be changed after a license is created.

23. If you chose to install with a BES license authorization file, specify the password to be
used to encrypt the Site Admin Private Key file that will be generated.

Site adm n private key password:

Specify the related site admin private key password:

24. Specify the size in bits of the key to be used to encrypt the HTTPS traffic.

Key Size Level

Provi de the key size that you want to use:

[1] "Mn' Level (2048 bhits)

[2] 'Max' Level (4096 bits)

Choose one of the options above or press <Enter> to accept the

default: [2]

25. Choose the folder where the installation will save the generated files: | i cense. crt,

| i cense. pvk and nast head. af xm

Choose License Fol der:

Specify a folder for your private key (license.pvk), license
certificate

(license.crt), and site nmasthead (nmasthead. afxn) or press <Enter> to
accept

the default: ./license

26. Decide how to send your activation request to HCL. If your computer is connected to
the Internet, you can submit it now by entering 1. If you choose 1, move to the next

installation step.
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If you choose 2, see Submitting the license request (on page 165).
27. If you chose to install with a production license that you already had, specify the
following:
a. The location of the license certificate file.
b. The location of the Site Admin Private Key file.
c. The Site Admin Private Key password.

28. Specify the encoding used to store the content:

Speci fy the value of the encoding that will be used for the content

(FXF Encodi ng)

[1] Thai - [874]
[ 2] Japanese - [932]
[ 3] Chi nese (sinplified) - [936]
[ 4] Kor ean - [949]
[ 5] Chi nese (traditional) - [950]
[ 6] Central European | anguages ( Latin 2 ) - [1250]
[7] Cyrillic - [1251]
[ 8] West ern European | anguages ( Latin 1) - [1252]
[9] Geek - [1253]
[10] Turkish - [1254]
[11] Hebrew - [1255]
[12] Arabic - [1256]
[13] Baltic - [1257]
[14] Vi etnanese - [1258]

Choose one of the options above or press <Enter> to accept the default

val ue: [ 8]
29. Choose 1 to accept the default masthead values or 2 to customize them.

If you decide to use custom values, see Customizing the masthead parameters (on

page 171).

30. Case 1: If you chose to install using a BES license authorization file, the following

messages confirm that your license request was successfully processed:
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Info: The license authorization file was successfully processed.
Info: The |icense authorization file can be used only once.

It was renaned

to ./license/LicenseAut horizati on. BESLi censeAut hori zati on. used_201808

01
to indicate that it has al ready been used.

Info: If you want to run the installation again, start fromthe

j ust - gener at ed

.Ilicensel/license.crt and ./license/license. pvk

Case 2 If you chose to install with a production license that you already had, specify

the folder where the license files will be saved.

Choose the |license folder

Specify a folder for your site masthead (nmasthead.afxm) or press
<Enter> to accept the default val ue:

./license

Case 3 If you chose to install with an existing masthead file, specify the following:
a. The location of the Site Admin Private Key file.
b. The Site Admin Private Key password.
c. The location of the deployment masthead file.

31. Specify whether the Web Reports service will be run by the root user or not.

Use root user for Web Reports

If you specify true, Web Reports service will run with root
privil eges.

[1] True

[2] False

Choose one of the options above or press <Enter> to accept the default
val ue: [2]

32. If you chose to run the Web Reports service with a user different from root, specify the

name of an existing user.
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Web Reports non-root user nane
Specify the name of the non-root user for Wb Reports (the user mnust

al ready exists).

33. Enter the port number for the DB2 connection to create the DB2 instance:

DB2 Connecti on:
Speci fy the DB2 Port Nunber or press <Enter> to accept the default:
50000

The BigFix Server installation is now complete. You can now install the BigFix Console on
a Windows™ system and log in with the account you created during the installation of the
server. The default BigFix administrative user is BFAdmi n.

You can find the installation log BESi nst al | . | og and the BESAdni n command line traces
BESAdni nDebugQut . t xt inthe/var /| og folder.

Submitting the license request
How to submit a license request.
To install a production copy of BigFix, you must first purchase a license from HCL.

During the installation you can choose different types of setup depending on the license
input file you have:

I want to install with a BES |icense authorization file
I want to install with a Production license that | already have

I want to install with an existing nmast head

BES license authorization file

After you purchase a license from HCL you receive a BigFix license
authorization file. You must use this file the first time you run a production
installation.

The sales agent will want to know how many clients you intend

to install. Based on this, the agent creates, signs, and emails
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you a License Authorization file, which will have a name like

ConpanyNane. BESLi censeAut hori zati on.

If you run this installation and do not have access to the Internet, a temporary
request (besl i cense. r equest ) is generated to request a production license
(I'i cense. crt) from the BigFix License Server and a |l i cense. pvk private

key file. You can leave the installation in pending status until you receive the

production license.

Copy the request named r equest . BESLi censeRequest on to a machine with
access to Internet, visit the BigFix website, post your request, and download
your certificate. After you downloaded the certificate, copy it to the machine
on which you are installing the server and continue the installation. If you
exited the installation, to install the server you must run the installation using

the option that requires an existing Production license file.

Note: The DNS/IP address that you choose becomes a permanent
part of your deployment and must never change. For flexibility, it is
strongly recommended that you use a DNS name instead of a static IP

address.

The installation program collects further information about your deployment
and then creates the digital signature key | i cense. pvk and a file called

the action site masthead. This file combines configuration information (IP
addresses, ports, and so on.) and license information (how many Clients are
authorized and for how long) together with a public key that is used to verify

the digital signatures.
Production license

Use this option if you have already the production license I i cense. crt and
the private key file on the machine on which you are installing the server, but

did not complete the server installation.

An existing masthead
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Use this type of installation to reinstall the BigFix server or a DSA server. The
input file needed to run this installation is the action site masthead file that
was generated during the first installation. The action site masthead has the
extension . af xmand acts as a configuration file with parameters such as the
BigFix server IP address or server name, port number, and locking behavior.
It contains information necessary for the digital signature security scheme
that BigFix uses (the masthead contains the public key information), and the
licensing information that allows BigFix users to run BigFix with a specified
number of users for a specified length of time. The BigFix Server installer

requires the masthead file be in the server installation folder.

Decide how to send your activation request to HCL. If your computer is not connected to the
Internet or cannot reach the HCL license servers, you must select option 2. If you chose 2, a

request file named r equest . BESLi censeRequest is generated.

To submit the request file to HCL, use the following Web site: http://support.bigfix.com/bes/
forms/BESLicenseRequestHandler.html

You can, then, continue the installation by importing the certificate file that you received

(I'i cense. crt) or exit from the installation and rerun it at a later time.

I mport License Certificate

[1] Continue with the installation inporting the certificate
(license.crt).

[2] Exit fromthe installation, | will inport the certificate at a |l ater

tinme.

If you exit the installation, you can rerun . /i nst al | . sh later and repeat all the steps

specifying that you want to use the generated license with option 2:

Choose the setup type that best suits your needs:

[1] | want to install with a BES |license authorization file
[2] | want to install with a Production license that | already have
[3] | want to install with an existing nasthead

From this point on, you can proceed with the normal installation procedure.


http://support.bigfix.com/bes/forms/BESLicenseRequestHandler.html
http://support.bigfix.com/bes/forms/BESLicenseRequestHandler.html
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Configuring the proxy
This procedure explains how to set up a proxy connection when installing the BigFix server.

If you need to set up a proxy connection after the server installation, see Setting a proxy

connection on the server (on page 426).

1. Specify if you want to connect to the internet through a proxy.

Proxy usage

[1] Use the proxy to access the internet

[2] Do not use the proxy

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

2. Enter the proxy hostname or IP address.

Proxy host nane

Speci fy the hostname or the | P address of the Server that acts as a
pr oxy:

3. Specify, if required, the port number of your proxy.

Proxy port
Specify the port of the proxy or press <Enter> if this paraneter is

not required:

4. You can accept the default proxy settings or, alternatively, you can assign different

values.

Advanced proxy paraneters

The proxy will be configured using the follow ng defaults:
Proxy user: none
Proxy password: none
Proxy tunneling capability: let proxy decide

Aut hentication nethod: all nethods all owed by the proxy
Proxy exception list: |ocal host,127.0.0.1

Use the proxy for downstream notification: false
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[1] Use the default val ues
[2] Set advanced proxy paraneters
Choose one of the options above or press <Enter> to accept the default

val ue: [1]

Note:

« If you want to enable FIPS mode, ensure that the proxy configuration is
set up to use an authentication method other than di gest, negoti at e or
ntlm

« If you specify to use the negot i at e authentication method on a server
or relay, different authentication methods might be used.

« The proxy configuration specified at installation time is saved in the
server configuration file BESSer ver . confi g and it is used also at

runtime.

5. Specify the user name used to connect to the proxy, if required, or leave it empty. If

you specify a user name, you will also be prompted to enter its password.

Proxy user

Speci fy the proxy usernane or press <Enter> if no user is required:

6. Specify the authentication method to be used for your proxy.

Proxy aut hentication nethod

The proxy authentication nethod can be one of the values |isted bel ow
or a comnbi nation of them separated

by a comma.

Warning: If you want to enable FIPS conpliant cryptography consider
that digest, ntlm and negotiate

are not conpatible with FIPS
basi c
di gest
ntl m

negoti at e
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Speci fy the proxy authentication nethod or press <Enter> if all

met hods al | owed by the proxy can be used :

7. Specify, if required, a proxy exception list.

Proxy exception |ist

Note: If the exception list field is kept enpty, the conmunication to
"l ocal host” and "127.0.0.1" will not

pass through the proxy by default. If you specify sonething in the
exception list field, ensure that you

add al so these two val ues, otherwi se the proxy will be used to reach
t hem

Speci fy the exception list using comma (,) to separate entries or

press <Enter> to keep it enpty:

8. Specify if you want to enforce the proxy tunneling capability.

Proxy tunneling capability

Choose one of the follow ng options:

[1] Enforce proxy tunneling

[2] Let proxy decide

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

9. Specify if you want to use the proxy also for downstream notifications.

Enabl e the use of the proxy for downstream notification.

If you specify true, the proxy is used by the BES server also for
comuni cating with the rel ay.

[1] True

[2] False

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

10. Optionally, you can test if the connection to the proxy can be successfully established.
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Test the connection using the proxy

If you want to enabl e FIPS 140-2 conpliant cryptography, select "Test
the connection using FIPS".

Warni ng: There are sone proxy authentication nethods that are not
conmpatible with FIPS.

[1] Test the connection

[2] Test the connection using FIPS

[3] Do not test the connection

Choose one of the options above or press <Enter> to accept the default

val ue: [1]

Customizing the masthead parameters
How to customize the masthead parameters.

At the following installation step, choose 2:

Advanced mast head paraneters
The masthead will be created using the follow ng defaults:
Server port number: 52311
Use of FIPS 140-2 conpliant cryptography: D sabl ed
Gat her interval: One Day
Initial action |ock: Unlocked
Action |l ock controller: Console
Action | ock exenptions: Disabled
Uni code filenames in archives: Enabl ed
The above default values are suitable for nost of BigFi x depl oynents.
[1] Use default val ues
[2] Use custom val ues
Choose one of the options above or press <Enter> to accept the default

val ue: [1]

You can change the following masthead parameters:

Server port number
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Specify the number of the server port. The default value is: 52311.

Server port nunber
Speci fy the server port or press <Enter> to accept the default:

52311

Note: Do not use port number 52314 for the network communication
between the BigFix components because it is reserved for proxy

agents.

Enable use of FIPS 140-2 compliant cryptography

Use this setting to specify whether or not to be compliant with the Federal
Information Processing Standard in your network. Enter 1 to enable it, 2 to

disable it. The default value is 2.

Enabl e the use of FIPS 140-2 conpliant cryptography

[1] Use of FIPS enabled

[2] Use of FIPS disabled

Choose one of the options above or press <Enter> to accept the d

efault value: [2]

Note: Enabling FIPS mode prevents the use of some authentication
methods when connecting to a proxy. If you chose to use a proxy
to access the Internet or to communicate with subcomponents,
ensure that you selected an authentication method other than di gest,

negotiate orntl m

Gathering interval

This option determines how long the clients wait without hearing from the
server before checking whether new content is available. The default waiting

time is one day (option 6).
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Gat hering interva

Specify the tine interval that you want to use. The default valu
e is suitable for nost of the Bi gFi x depl oynents.

[1] Fifteen mnutes

[2] Half an hour

[3] One hour

[4] Eight hours

[5] Half day

[6] One day

[7] Two days

[8] One week

[9] Two weeks

[10] ©One nonth

[11] Two nont hs

Choose one of the options above or press <Enter> to accept the d

efault val ue: [6]

Initial action lock

You can specify the initial lock state of all clients, if you want to lock a client
automatically after installation. Locked clients report which Fixlet messages
are relevant for them, but do not apply any actions. The default is to leave

them unlocked (option 3) and to lock specific clients later on, as required.

Initial action |ock

[1] Locked

[2] Lock duration

[3] Unl ocked

Choose one of the options above or press <Enter> to accept the d

efault value: [3]

Action lock controller

This parameter determines who can change the action lock state. By default, it

is the Console (option 1).
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Action |ock controller

[1] Console

[2] dient

[3] Nobody

Choose one of the options above or press <Enter> to accept the d

efault value: [1]

Enable lock exemptions

In rare cases, you might need to exempt a specific URL from any locking
actions. This setting allows you to disable or disable this function. The default

choice is to leave it disabled (option 2).

Enabl e | ock exenptions

[1] Lock exenption enabled (fairly unusual)

[2] Lock exenption disabl ed

Choose one of the options above or press <Enter> to accept the d

efault value: [2]

Enable the use of Unicode file names in archives

This setting specifies the codepage used to write file names in the BigFix

archives. The default choice is to use Unicode (option 1).

Enabl e the use of Unicode filenanes in archives

[1] The use of Unicode filenames in archives is enabl ed.

[2] The use of Unicode filenanmes in archives is disabled.
Choose one of the options above or press <Enter> to accept the d

efault value: [1]
After this step, the mast head. af xmfile is created with the specified parameters.

Installing Web Reports Standalone

If you run a fresh installation of Web Reports, the HTTPS configuration is automatically
enabled on port 8083.
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After the installation completes successfully, you can switch to the HTTP configuration by

changing the value of the _WebReports_HTTPSer ver _UseSSLFI ag setting to 0. For more

information, see Customizing HTTPS on Web Reports.

To install the BigFix Web Reports in your production environment, perform the following

steps:

1. From the shell where you extract the server package, move to the installation

directory, Server I nstal | er _10. 0. xxx-r he6. x86_64 and enter the following

command:

./linstall.sh

2. Install the Production type by entering 2, because the Evaluation type does not allow

to install the components separately.

3. After reading the License Agreement, enter 1 to accept it and continue.

Note: If you have already installed the BigFix server, the License Agreement is

not displayed.

4. Select 3 if you want to install the Web Reports component only:

Sel ect the BigFix features that you want to install:

[1]
[2]
[3]
[4]
[5]
[ 6]
[7]

Choose one of the options above or press <Enter> to accept the default

conmponents (server, client, Wb Reports and WebUl)

Server and client only

Web Reports only

WebUl and client only

Server, WebU and client only

Wb Reports, WebU and client only

Server, Web Reports and client only

val ue: [1]

5. To use a local database, enter 1:

Sel ect the dat abase:

[1]

Use a | ocal database
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[2] Use a renote database
Choose one of the options above or press <Enter> to accept the

defaul t: [1]

The local database name is BESREPOR.

Note:

To use a remote database for BigFix Web Reports, you must perform the

following steps:

a. Install the Web Reports DB2® server on the remote workstation.
b. Install a DB2® client on the workstation from where you run the BigFix
Server installation
c. Connect the DB2® server to the DB2® client installed on the
workstation from where you run the installation, that is, the port of the
DB2® database (default 50000) must be reachable by the workstation
where the installation is running.
d. Provide the following information in the installation procedure:
i. The remote DB2 node
ii. The DB2 port number
iii. The user name of the local DB2 instance owner for the remote

DB2 client and the remote DB2 server.

Important: Before entering the user names of the DB2
instance owners ensure that the related DB2 instances are
up and running. The DB2 instance names used to install
the BES Root Server cannot contain the following special

characters: blanks, tabs \'t, returns\nand; & | " ' < >

6. Enter the location where the Web Reports server stores its files:

Choose the WebReports server's root fol der:
Specify the location for the WebReports server's root fol der or

press <Enter> to accept the default: /var/opt/BESWbReportsServer
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7. Enter the Web Reports server port number:
« If you are installing BigFix Version 9.5.2, the default value is 8083 and the
HTTPS configuration is automatically enabled:

Choose the WebReports server's port nunber
Speci fy the port nunber or press <Enter> to accept the default:

8083

« If you are installing BigFix Version 9.5, the default value is 8080:

Choose the WebReports server's port nunber:
Speci fy the port nunber or press <Enter> to accept the default:

8080

8. If you are installing BigFix V9.5 or later, you can specify a name of the DB2 instance
used by BigFix different from the name of the DB2 user.

DB2 i nstance nane

The DB2 instance used by the BigFix requires specific configuration

for performance optimzation. It is therefore suggested that you use
a dedi cated DB2 instance.

Speci fy the name of the DB2 instance that you want to use or press
<Ent er >

to accept the default val ue: db2instl

9. Enter the user name for the DB2® Local Administrative user. The default is db2i nst 1.

DB2 | ocal admi nistrative user

Speci fy the user nanme of the |ocal DB2 instance owner that you want to

use

or press <Enter> to accept the default val ue: db2instl

10. Enter the DB2® Local Administrative user password.

DB2 | ocal admi nistrative user password:

Speci fy the password of the |ocal DB2 admnistrative user:

Enter the password again for verification
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11. Enter 1 to configure the specified DB2 instance.

DB2 i nstance configuration

The specified DB2 instance can be configured to optinize the BigFix
per f or mance.

Be aware that the configuration settings will be applied to all

dat abases that bel ong

to the selected DB2 instance.

[1] Configure the specified DB2 instance.

[2] Skip the DB2 instance configuration.

Choose one of the options above or press <Enter> to accept the default

val ue: [1]

12. If the local firewall is running, enter 2 to perform the configuration later:.

Firewal | configuration

The firewall of the operating systemis active on the |ocal server.

To enabl e the conmmuni cation using the specified ports you can:

[1] Configure the firewall now

[2] Configure the firewall Iater

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

13. Specify the masthead file (default is / et ¢/ opt / BESSer ver / act i onsi t e. af xm):

Depl oynent mast head

Speci fy the masthead file (masthead. af xm or actionsite.afxm for your
depl oynent

or press <Enter> to accept the default

val ue: /etc/opt/BESServer/actionsite.afxm

14. Specify the DNS name or IP address of the machine on which to install Web Reports.
This name is saved in your license and will be used by clients to identify the BigFix

server. It cannot be changed after a license is created.
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WebReports server DNS nane
Enter the DNS nanme of your Bi gFi x WebReports server

or press <Enter> to accept the default: 'hostnange'

15. Starting from V9.5.3, you can specify the user name you want to use to install the Web
Reports component. You can choose either the root user, as in versions earlier than

V9.5.3, or another existing user.

Use root user for WebReports

If you specify true, WebReports service will run with root privil eges.
[1] True

[2] False

Choose one of the options above or press <Enter> to accept the default

val ue: [2]

If you choose option 2, you can specify a non-root user. This user does not need to
have any particular rights or to belong to a group with particular rights to be used as a

Web Reports installation user:

WebReports non-root user nane
Speci fy the name of the non-root user for WebReports (the user nust

al ready exists).

Note: If you are upgrading from an earlier version, the Web Reports service

user remains the same as before the upgrade.
16. Enter the port number for the DB2 connection to create the DB2 instance:

HHHBHIEHHAEHHAHHAHHAEHH

DB2 Connecti on:

Speci fy the DB2 Port Nunber or press <Enter> to accept the default:
50000

The installation runs:
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Info: Creating the database for the WbReports Conponent, please wait

I nfo: The database for the WebReports conponent was created successfully.
Info: The rpm'./repos/ BESWebReport sServer-9.5.94-rhel . x86_64.rpm was
installed

successful ly.

Info: Configuring the database for the WebReports conponent, pl ease
wai t

I nfo: The database for the WebReports component was confi gured
successful | y.

Info: A WebReports adm nistrator was created successfully.

I nfo: The service ' BESWebReportsServer' started successfully.

The installation of 'HCL Bi gFi x' conpl eted successfully.

The BigFix Web Reports installation is now complete.

You can see installation errors in the BESi nst al | . | og and the BESAdni n command line
traces in the BESAdni nDebugQut . t xt files under the / var /| og directory.

Installing the WebUI Standalone

This procedure can be run starting from BigFix Version 9.5.11 and BigFix Version 10.0.0.

Note: You can install the WebUI component on Red Hat Linux 8 (64-bit), or Red Hat
Linux 9 (64-bit) starting from BigFix Version 10.0.7.

Install the WebUI on just one computer per deployment. If you want to add the WebUI to

a computer where the BigFix client is already installed, you can only do it by running the
Fixlet named Install BigFix WebUI Service. The BigFix server installer can be used to install
the WebUI only if the target machine has no BigFix client. If you want to use it to install the
WebUI on a remote computer, you must first generate the WebUI authentication certificates
for that computer. Log in to the computer where you installed the BigFix server and run the /
BESAdni n. sh - creat ewebui credent i al s command. For more details about the command,
see BESAdmin Linux Command Line (on page 320). Copy the generated certificates folder

to the remote computer before running the installer on it. The WebUI must connect to the
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same DB2 instance used by the BigFix server, so ensure that this connection is possible

from the remote computer.

To install the BigFix WebUI in your production environment, perform the following steps:

1. From the shell where you extract the server package, move to the installation
directory, Server | nstal | er _10. 0. xxx-r he6. x86_64 and enter the following

command:

./linstall.sh

2. Install the Production type by entering 2, because the Evaluation type does not allow
to install the components separately.
3. After reading the License Agreement, enter 1 to accept it and continue.

4. Select 4 if you want to install the WebUI component only:

Sel ect the BigFix features that you want to install

[1] Al conponents (server, client, Web Reports and WebU )

[2] Server and client only

[3] Web Reports only

[4] WebU and client only

[5] Server, WebU and client only

[6] Web Reports, WbU and client only

[7] Server, Wb Reports and client only

Choose one of the options above or press <Enter> to accept the default

val ue: [1]

5. Enter the WebUI HTTPS port number:

WebUl ' s port numnber
Specify the port nunber or press <Enter> to accept the default val ue:

443

6. Enter the WebUI HTTP redirect port number::
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WebUl 's redirect port nunber
Speci fy the port nunber or press <Enter> to accept the default val ue:

80

7. Specify from which folder the WebUI credentials must be taken:

Choose the folder to pick the WebU credentials from
The WebU needs a set of certificates as credentials to authenticate
itself to the BigFix server. These certificates nmust be generated on
t he server

by running the BESAdm n comrand --creat ewebui credentials and the

fol der containing them nmust be copied to this conputer

Speci fy the folder containing the WebU credentials or press <Enter>

to accept the default value: ./cert_webui

8. Specify the masthead file for your deployment:

Depl oynent mast head
Speci fy the nmasthead file (masthead. af xm or actionsite.afxm for your
depl oynent or press <Enter> to accept the default val ue:

[ et c/ opt/ BESSer ver/actionsite.af xm

9. Specify the DNS name of the machine on which to install the WebUI:

WebUl DNS nane
This name is used by the server to identify the WebU . Enter the DNS
name of the WebUl or press <Enter> to accept the default val ue:

host nanme

10. Enter the remote DB2 node:

DB2 renote host nanme
Speci fy the hostnanme of the renpte DB2 system

host nanme

11. Enter the remote DB2 port number:
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DB2 renote port

Specify the renmote DB2 port nunber or press <Enter> to accept the

def aul t val ue: 50000

12. Enter the DB2 remote administrative user:

DB2 renpte adm ni strative user
Speci fy the usernanme for the renbte DB2 adninistrative user or press

<Enter> to accept the default value: db2instl

13. Enter the DB2 remote administrative user password:

DB2 renpte adninistrative user password

Speci fy the password of the renpte DB2 adm nistrative user:

password
Enter the password again for verification:

password

Verifying Server Installation
Verify that an installation has completed successfully.

Perform the following steps:

1. Ensure that the following message is displayed to the standard output or in the

installation log file / var /| og/ BESI nst al | . | og.

The installation of 'BigFix' conpleted successfully.

You can now proceed to install the BigFix console on a Wndows system
and you can log on as ' BFAdm n'.

The Bi gFi x console installer is available in the folder

"/var/opt/BESInstallers'.
2. Ensure that the services associated with each installed components are up and

running by entering the following commands from /etc/init. d:

./ besserver status

./besfilldb status
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./ besgat herdb st at us
./ besclient status

./ beswebr eports status

3. Ensure that local or remote databases are created by switching to the local DB2

Administrative user (default: db2i nst 1) and running the list database command:

su - db2inst1l
db2 list db directory

Check that the following databases are created:
« Server component: BFENT
» Web Reports component: BESREPOR
4. Launch the BigFix Console and provide the credentials of the first BigFix user created
at installation time to ensure that the Console connects to the Server. The user default
value for the evaluation installation is Eval uat i onUser . Ensure that the client installed
by default on the server machine is registered.
5. Ensure that you can log on to the Web Reports from the Console by selecting Tools
-> Launch WebReports and providing the credentials of the first user created at

installation time.

Silent installation
How to perform a silent installation.

To run a silent installation enter the following command:

.linstall.sh -f response file -opt keyword=val ue

where:
response_file
Is the file containing the keywords to install the product.
keyword=value

Is the keyword and the value of the response file you want to override.
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Use the silent mode to install the BigFix server or to run problem determination on a failed

installation.

Note: In the response file you can specify a subset of keywords, such as the
keywords common to different systems. The missing or invalid keywords are
requested by the installation program. The silent installation runs in unattended way

only if all the required keywords are specified in the response file.

You can create a response file during an installation by redirecting the installation

parameters in a response file using the following command:

.linstall.sh -g response file

This is an example of response file for a production server installation:

##Bi gFi x GENERATED RESPONSE FI LE
BES PREREQ | NSTALL="instal | "

I S EVALUATI ON="f al se”

LA ACCEPT="t rue"

COMPONENT_SRV="tr ue"
COVPONENT_WR="tr ue"

COMPONENT_WVEBUI ="t rue"

S| NGLE_DATABASE="t r ue"
LOCAL_DATABASE="t r ue"

BES WMV FOLDER="/ var/ opt / BESSer ver"
VWR_WNWV FOLDER="/ var/ opt /| BESWebReport sSer ver"
VR_ WAV PORT="8083"

VEBUI _PORT="443"

WEBUI _REDI RECT_PORT="80"

| NSTALL_DB2="yes"

DB2_| NSTANCE _NAME="db2i nst 1"
DB2_DAS_USERNAME="dasusr 1"
DB2_FENCED_ USERNAME=" db2f enc1"

DB2_| NSTALL_DI R="/ opt /i bml db2/ V11. 5"
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DB2_PORT="50000"
DB2_USERS_PWD="P@$wor d1"

TEM USER_NAME=" MyAdni n"

TEM USER PWD="P@$wOr d1"

CONF_FI REWALL="yes"
BES_SETUP_TYPE="prodl i c"
USE_PROXY="t r ue"

PROXY_HOST=" PROXYHOCST. nmydonai n. cont
PROXY_PORT="3128"
ADV_PROXY_DEFAULT="f al se"
PROXY_USER="hans"

PROXY_PWD=" P@$wOr d1"
PROXY_METH="basi c"

PROXY_EXLI ST="1 ocal host, 127. 0. 0. 1"
PROXY_SECTUNNEL="f al se"
PROXY_DOMN="f al se"
TEST_PROXY="nof i ps"

BES CERT FILE="/TEM |l icense.crt"
BES LI CENSE_PVK="/TEM | i cense. pvk"
BES_LI CENSE_PVK_PWD=" P@$wor d1"
ENCODE_VALUE="1252"

ADV_NMASTHEAD DEFAULT="f al se"

BES SERVER PCRT="52311"

ENABLE_FI PS="t r ue"

BES GATHER | NTERVAL="5"

I NI TI AL_LOCK=" 2"
LOCK_CONTROLLER="0"
ENABLE LOCK EXEMPT="f al se"
ENABLE_ARCHI VE_UTF8="t r ue"

BES LI C FOLDER="./1i cense"
WR_USEROOT="f al se"
VWR_NONROOT _USER NAME=" MyNoAdni n"
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This is an example of response file for an evaluation server installation:

##Bl G-l X CENERATED RESPONSE FI LE
LA ACCEPT="t rue"

I'S_ EVALUATI ON="t r ue"

CREDENTI AL_USER_FI RSTNAVE="John"
CREDENTI AL_USER _LASTNAME="Smi t h"
CREDENTI AL_EMAI L="j ohn. sni t h@rydonai n. con'
CREDENTI AL_ORG="HCL US"
SRV_DNS_NAME=" DNSHOST. nydomai n. cont
BES SERVER PORT="52311"

VR_ WAV PORT="8080"

CONF_FI REWALL="no"

DB2_| NSTANCE _NAME="db2i nst 1"
DB2_ADM N_USER="db2i nst 1"

DB2_ADM N_PWD="P@$wor d1"
DB2_PORT="50000"

BES LI C FOLDER="/opt/iemic"
PVK_KEY_SI ZE=" max"
ENCODE_VALUE="1252"

USE_PROXY="t rue"
ADV_PROXY_DEFAULT="f al se"
PROXY_USER="none"

PROXY_HOST=" PROXYHOCST. nmydonai n. cont
PROXY_PORT="3128"

TEST_PROXY="nof i ps"

VEBUI _PORT="443"

WEBUI _REDI RECT_PORT="80"

where;
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Table 3. Response file keywords

Keyword

LA_ACCEPT

IS_PREREQ_CHECK

IS_EVALUATION

CREDENTIAL_USER

Values

Accepts the License Agreement:

t rue to accept and continue
f al se to exit the installation

Available values are:

true

fal se

Specifies the type of installation:

t r ue to run an evaluation installation

f al se to run a production installation

Note: The evaluation installation does not
support the enhanced security option. For
more information about this feature see Se-

curity Configuration Scenarios.

Specifies the user name. An example is: John
Snit h.

Note: Valid in the evaluation installation on-
ly

CREDENTIAL_USER_FIRSTNAME Specifies the user first name. An example is: John.

Note: Valid in the evaluation installation on-
ly



Table 3. Response file keywords

(continued)

Keyword
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Values

CREDENTIAL_USER_LASTNAME Specifies the user last name. An example is: Sni t h.

CREDENTIAL_EMAIL

CREDENTIAL_ORG

COMPONENT_SRV

COMPONENT_WR

COMPONENT_WEBUI

Note: Valid in the evaluation installation on-
ly

Specifies the user email address. An example is:

j ohn. smi t h@ryconpany. com

Note: Valid in the evaluation installation on-
ly

Specifies the user's organization. An example is:
HCL US.

Note: Valid in the evaluation installation on-
ly

Specifies to install the BigFix server component:

t r ue to install the server and client

f al se to not install the server and the client
Specifies to install the BigFix Web Reports compo-
nent:

t r ue to install Web Reports

f al se to not install Web Reports

Specifies to install the BigFix WebUI component:
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Table 3. Response file keywords

(continued)

Keyword

SINGLE_DATABASE

LOCAL_DATABASE

DB2_ADMIN_USER

DB2_ADMIN_PWD

DB2INST_CONFIGURE

BES_WWW_FOLDER

Values
t r ue to install the WebUI
f al se to not install the WebUI

Creates a master database for later replication or
if you only need a single database in your deploy-

ment.

t r ue to create a single database

f al se to create a replicated database

Uses a local or remote database:

t rue to use a local database
f al se to use a remote database through a
DB2 client

Specifies the user name of the local DB2 Adminis-

trative user. Only if DB2 is already installed.

Specifies the password of the local DB2 Adminis-

trative user. Only if DB2 is already installed.
Configures the database during the BigFix installa-

tion:

yes to configure the DB2
no to not configure the DB2
Only if DB2 is already installed.

Specifies the installation folder of the BigFix server.

The default value is / var / opt / BESSer ver .
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(continued)

Keyword

WR_WWW_FOLDER

WR_WWW_PORT

WR_USEROOT

WR_NONROOT_USER_NAME

INSTALL_DB2

DB2_INSTANCE_NAME
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Values

Specifies the installation folder of Web Reports.
The default value is / var / opt / BESWebRepor t s-

Server.
Specifies the Web Reports port number.

The default value is 8083 if you are installing BigFix
Version 9.5.2 and the configuration is HTTPS.

The default value is 8080 if you are installing BigFix
Version 9.5 and the configuration is HTTP.

Specifies if the Web Reports service runs as root:

t r ue to run the service as root
f al se to run the service with an user different

from root

Specifies the user with which the Web Reports ser-

vice runs.

Installs DB2 together with the BigFix server:

yes to install DB2

no to not install DB2

Specifies the name of the BigFix database in-

stance. The default value is db2i nst 1.

Note: Starting from BigFix V9.5, you can
install the product on a dedicated DB2 in-
stance with a name different from the DB2

user name. Ensure that the DB2 instance



Installation Guide | 9 - Installing on Linux systems | 192

Table 3. Response file keywords

(continued)

Keyword

DB2_DAS_USERNAME

DB2_FENCED_USERNAME

DB2_INSTALL_DIR

DB2_PORT

BES_PREREQ_INSTALL

BES_PREREQ_DB2_INSTALL

DB2_SETUP_FILE

Values

name used to install the BES Root Server
cannot contain the following special char-
acters: blanks, tabs\t, returns\nand; &

| "o < >

Specifies the username of the account under which
the DB2 administration server (DAS) runs. The de-

fault value is dasusr 1.

Specifies the user name of the account used to
run user defined functions (UDFs) and stored pro-
cedures outside of the address space used by the
DB2 database. The default user is db2f enc1.

Specifies the directory where to install DB2. For ex-
ample: / opt / hcl / db2/ V10. 5.

Specifies the DB2 port. The default value is 50000.

Available values are:

i gnore
i nstal l

exit

Available values are:

i gnore
i nstall

exit

Specifies the setup file to install DB2. For example:

../ server _r/db2set up.
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Table 3. Response file keywords

(continued)

Keyword Values
DB2_USERS_PWD Specifies the DB2 user password.
TEM_USER_NAME Specifies the BigFix user ID to define the initial ad-

ministrative user. The default value is | EMAdm n.

Note: Valid in the production installation
only. In the evaluation installation the de-
fault user is Eval uat i onUser and the pass-
word is the password of the DB2 instance

user.

TEM_USER_PWD Specifies the password to define the initial adminis-

trative user.

Note: Valid in the production installation
only. In the evaluation installation the de-
fault user is Eval uat i onUser and the pass-
word is the password of the DB2 instance

user.

CONF_FIREWALL Configures the firewall to enable the BigFix server
or relay to connect to the Internet:

yes to set the firewall configuration

no not to set the firewall configuration

BES_SETUP_TYPE Specifies the type of setup to run:
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Table 3. Response file keywords

(continued)

Keyword

BES_AUTH_FILE

SRV_DNS_NAME

BES_LICENSE_PVK_PWD

ENCODE_VALUE

PVK_KEY_SIZE

Values

aut hf i | e to install with a BES license autho-
rization file

prodl i ¢ to install with a Production license
that is already available

mast head to install with an existing masthead

Specifies the path of the authorization file. An ex-
ample of pathis:/opt/iemniic/Li censeAut hori za-

ti on. BESLi censeAut hori zati on.

Specify the DNS name or IP address of the ma-
chine on which to install the server. This name is
saved in your license and will be used by clients to
identify the BigFix server. It cannot be changed af-

ter a license is created.
Specifies the password of the | i cense. pvk file.

Specifies the deployment encoding to use when
communicating with the infrastructure. The default
value is 1252.

Specifies the size in bits of the public key (I i -

cense.crt):
m n

Corresponds to 2048 bits.

Corresponds to 4096 bits. This is the

default value.



Table 3. Response file keywords

(continued)

Keyword

BES_LIC_FOLDER

SUBMIT_LIC_REQUEST

USE_PROXY

PROXY_USER

PROXY_PWD
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Values

Specifies the License folder where the installation
generates and saves | i cense. crt, | i cense. pvk
and mast head. af xm An example of License folder

is/tnp/Serverinstaller 9.5-rhel/offlic.

Submits the request to HCL for getting the license
certificate:

yes to submit a request from this machine
over the Internet for a license certificate (I i -
cense. crt ) and saved in your credential fold-
er.

no to save the request to a file and man-
ually submit it to HCL (http://support.big-
fix.com/bes/forms/BESLicenseRequest-
Handler.html). This method might be neces-
sary if your deployment is isolated from the

public Internet.

Specifies a proxy connection to enable the BigFix
server to connect to the Internet during the installa-
tion:

t r ue to set the proxy.
f al se to not set the proxy.

Specifies the user of the proxy. If the proxy does
not require authentication, you must set PROXY_-
USER to NONE.

Specifies the password of the proxy user.


http://support.bigfix.com/bes/forms/BESLicenseRequestHandler.html
http://support.bigfix.com/bes/forms/BESLicenseRequestHandler.html
http://support.bigfix.com/bes/forms/BESLicenseRequestHandler.html
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Table 3. Response file keywords

(continued)

Keyword

PROXY_HOST

PROXY_PORT

ADV_PROXY_DEFAULT

PROXY_METH

PROXY_EXLIST

PROXY_SECTUNNEL

Values

Specifies the hostname of the computer where the

proxy is running.

Specifies the port of the computer where the proxy

is running.

Accepts the default proxy configuration settings:

t r ue to use the default values

f al se to use custom values.

Restricts the set of authentication methods that
can be used. You can specify more than one
method separated by a comma. Available methods

are:

basi c
di gest
negoti at e

ntlm

By default the proxy chooses the authentication

method to use.

Specifies a comma-separated list of computers,
domains, and subnetworks that must be reached
without passing through the proxy. For information
about the syntax to use, see Setting a proxy con-

nection on the server (on page 426).

Specifies whether or not the proxy is enforced to at-

tempt tunneling. Available values are:



Table 3. Response file keywords

(continued)

Keyword

PROXY_DOWN

TEST_PROXY

BES_MASTHEAD_FILE
BES_CERT_FILE
BES_LICENSE_PVK

ADV_MASTHEAD_DEFAULT

BES_SERVER_PORT
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Values
t r ue to enable proxy tunneling.

f al se to not enable proxy tunneling.

Specifies if all HTTP communications in your BigFix
environment, including downstream communica-

tions, pass through the proxy. Available values are:

true

fal se

Specifies if and how the connection to the proxy
must tested. This is an optional step. Available val-

ues are:

nof i ps to test the connection without using
FIPS.
fi ps to test the connection using FIPS.

no to not test the connection.
Specifies the path to the masthead file.
Specifies the path to the license certification file.
Specifies the path to the private key file.
Specifies whether or not to accepts the default
masthead settings. Available values are:

t rue to use the default values

f al se to use custom values.

Specifies the number of the server port. The default
value is: 52311.
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Table 3. Response file keywords

(continued)

Keyword

ENABLE_FIPS

BES_GATHER_INTERVAL

INITIAL_LOCK

Values

Specifies whether or not to enable FIPS 140-2 com-

pliant cryptography. Available values are:

t r ue to enable FIPS.
f al se to not enable FIPS.

Specifies how long the clients wait without hear-
ing from the server before they check whether new

content is available. Available values are:

o for fifteen minutes.
1 for half an hour.

2 for one hour.

3 for eight hours.

4 for half a day.

5 for one day.

6 for two days.

7 for one week.

8 for two weeks.

9 for one month.

10 for two months.

Specifies the initial lock state of all clients after in-
stallation. Locked clients report which Fixlet mes-
sages are relevant for them, but do not apply any
actions. The default is to leave them unlocked.

Available values are:
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(continued)

Keyword

LOCK_CONTROLLER

LOCK_DURATION

ENABLE_LOCK_EXEMPT

EXCEPTION_URL

ENABLE_ARCHIVE_UTF8
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Values

0
1
2

Specifies who can change the action lock state.

Available values are:

0 to allow any Console operator with manage-
ment rights to change the lock state of any
client in the network. This is the default value.
1 to delegate control over locking to the end
user.

2

Specifies the number of minutes that the clients

must be locked.

Specifies if specific URLs must be exempted from

locking actions. Available values are:

true

fal se

Specifies the URL to except from locking actions.

Use the following format ' http://domain' .

Specifies the codepage used to write filenames in

the BigFix archives. Available values are:

t r ue to write filenames UTF-8 codepage.

f al se to not write filenames UTF-8 code-

page.
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Table 3. Response file keywords

(continued)

Keyword Values

IS_SILENT Forces the installation to end with a message if a

required parameter is missing:

t r ue to force the installation to end if a re-
quired parameter is missing.
f al se to prompt the user for the missing pa-

rameter.

If a parameter is missing the installation variable
associated with the missing parameter is reported

in the error message.

WEBUI_PORT Specifies the WebUI port number. The default value
is 443.
WEBUI_REDIRECT_PORT Specifies the WebUI redirect port number. The de-

fault value is 80.

Installing the Client on Linux

For more details about how to install the Clients, see section Installing the clients (on page
215).

Installing the Console

You can install the BigFix console on any Windows computer that can make a network
connection via HTTPS port 52311 to the Server.

Except in testing or evaluation environments, it is not recommended to run the Console
on the Server computer due to the performance and security implications of having the

publisher key credentials on a computer that is running a database or web server. Using
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the BigFix console you can monitor and fix problems on all managed computers across the

network.

To install the console, follow these steps:

1. Goto/var/opt/BESI nst al | ers directory.

2. Copy the Consol e folder to a Windows workstation. Use the Consol e folder of the
same build level.

3. From the Consol e directory on the Windows workstation run: set up. exe

Note: By default the local operating system firewall is enabled. To allow the Console
to connect to the BigFix Server, ensure that the firewall is configured to allow
tcp and udp communications through the Server port (default 52311) and tcp

communications through Web Reports Ports (default 80).

If you need to manually configure the local firewall you can run the following commands:

iptables -1 INPUT -p tcp --dport < Server_ Port > -j ACCEPT
iptables -1 INPUT -p udp --dport < Server Port > -j ACCEPT
iptables -1 INPUT -p tcp --dport < WebReports_Port > -j ACCEPT

service iptables save

For more details about using the Console program see the BigFix Console Users Guide .

Installation Folder Structure

After the BigFix installation, you can see the following folder structure.

Server Folder Structure:
[var/ opt/BESI nstal l ers

/var/opt/BESInstallers/Cient (Client installer)

/var/ opt/BESI nstal | ers/ Consol e (Consol e installer)

[ var/ opt / BESSer ver

besserver.config (Configuration file)
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besserver.config.default (Default configuration file)

[var/ opt/ BESServer/Fil | DBData/FillDB.log (Fill DB service |o0g)

[ var/ opt / BESSer ver / Gat her DBDat a/ Gat her DB. | og ( Gat her DB servi ce | og)

/ opt / BESSer ver
/ opt / BESServer/bin (Server binaries)
[ opt / BESServer/reference (Rest APl xsd tenpl ates)

/ et c/ opt / BESSer ver

actionsite. af xm (Mast head file)

letc/init.d
besserver (Server service)
besfilldb (FillDB service)
besgat herdb (Gat her DB servi ce)

If you want to move the content of the directories:

[ var/ opt/ conponent fol der

[ opt / conponent _f ol der
For example the / var / opt / BESSer ver directory, to a new location, you can use the UNIX
symbolic link feature to point to the new directory.
Web Reports Folder Structure:

/ var/ opt / BESWebRepor t sSer ver

beswebreports. config (Configuration file)

beswebreports. config.default (Default configuration file)

[ opt / BESWebReport sSer ver
/ opt / BESWebReport sServer/ bin (WebReports binaries)
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/ et c/ opt / BESWebReport sSer ver

actionsite.af xm (Masthead file)

letc/init.d

beswebreports (WbReports service)

If you want to move the content of the directories:

[ var/ opt/ conponent _f ol der

[ opt / conponent _f ol der

For example the / var / opt / BESWebRepor t sSer ver directory, to a new location, you can use

the UNIX symbolic link feature to point to the new directory.

Client Folder Structure:

[ var/ opt/ BESC i ent
besclient.config (Configuration file)

besclient.config.default (Default configuration file)

[ opt/ BESCO i ent
[opt/BESC ient/bin (Cient binaries)

[ etc/ opt/BESC i ent

actionsite.af xm (Masthead file)

letc/init.d

besclient (besclient service)

If you want to move the content of the directories:

[ var/ opt/ conponent _f ol der

[ opt / conponent _f ol der

For example the / var/ opt / BEST i ent directory, to a new location, you can use the UNIX

symbolic link feature to point to the new directory.
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Install Log Files:

[var/| og/
BESI nstal |l .| og (Installer log file)
BESAdm nDebugQut . t xt (Adm ni strator Tool debug infornmation)
BESRel ay. | og (Relay log file)

Be aware that if one of the following folders does not exist, the installation procedure fails:

/ opt
/etc

[ var
Common files:
[ var / opt / BESConmon

This folder contains files which are relevant to the identification of BigFix components. You

must not modify or remove them.

Configuration, Masthead, and Log Files

At the end of the installation you can find the following BigFix files containing the settings of

the installed components and the installation messages.
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Table 4. Configuration and Log BigFix Files

Configuration and Log BigFix Files

Component File

Server « Configuration file: / var / opt /
BESSer ver / besserver. confi g
» Masthead file: / et ¢/ opt / BESSer v-
er/actionsite. af xm
* Log files: / var /| og/ BESI nst al -
| .1o0g,/var/| og/ BESAdni nDebug-
Qut . t xt

Web Report « Configuration file: / var / opt / BESVé-
bReport sServer/ beswebr eport -
s.config

» Masthead file: / et c/ opt / BESWbRe-

portsServer/actionsite.afxm

Client « Configuration file: / var / opt / BES-
Client/besclient.config
« Masthead file: / et ¢/ opt / BES-

Client/actionsite.af xm

Relay « Configuration file: / var / opt / BESRe-

| ay/ besrel ay. config

The configuration files contain settings for traces, database connection, and proxy
configuration. The BESSer ver, BESFi | | DB, and BESGat her DB services search for the
configuration parameters first on bescl i ent . conf i g and then on besserver. confi g. The
BESWebRepor t s service searches for the configuration parameters first in bescl i ent. config

and then in beswebr eports. confi g.
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Managing the BigFix Services

Procedure to manage the services.

You can start, stop, restart, or query the status of Linux BigFix services using the following

commands:

servi ce
service
service

service

service stop
service start
service restart

servi ce status

/etc/init.d/service stop

/etc/init.d/service start

/etc/init.d/service restart

/etc/init.d/service status

where service is one of the following services:

bescl i ent

besfilldb

besgat her db

besserver

beswebreports

Note: Ensure you do not use the syst enct | command to manage a service. This

issue no longer applies to:

« SUSE Linux Enterprise Server (SLES) 12 and later platforms.
« Starting from BigFix Version 10 Patch 8, Red Hat Enterprise Linux (RHEL) 7

and later platforms, and also derived architectures.

If you installed the BES Server Plugin Service (MFS), use these commands to start and stop

it:



Installation Guide | 9 - Installing on Linux systems | 207

service nfs start

service nfs stop

Changing the database password

How to change the database password.

After you install the database of the BigFix server, you can change its password by running

the following command:

« On Windows operating systems:

.\ BESAdmi n. exe /updat epassword /type=<server_db| dsa_db>

[/ passwor d=<password>] /sitePvkLocati on=<pat h+l i cense. pvk>

[/sitePvkPasswor d=<pvk_ passwor d>]
» On UNIX operating systems:

./ BESAdmi n. sh -updat epassword -type=<server _db|dsa_db>
[ - passwor d=<passwor d>] -sitePvkLocati on=<pat h+license. pvk>

[ - sitePvkPasswor d=<pvk passwor d>]

Note: This procedure on UNIX also updates the database password for Web
Reports, if the Web Reports component is installed on the same system where

the BigFix server is installed.

where:
type=server_db

If you changed the database instance password, specify this value to update

the password used by the server to authenticate with the database.

If you modify this value, the command restarts all the BigFix server services.

type=dsa_db
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If you changed the database instance password on a server of a DSA
configuration, specify this value to update the password used in a DSA

configuration by remote servers to authenticate with the database.

For example:

./ BESAdmi n. sh -updat epassword -sitePvkLocati on=/mnylicenses/l|icense. pvk

-si tePvkPassword=******* _type=server _db

The settings - passwor d and - si t ePvkPasswor d are optional; if they are not specified in the
command syntax their value is requested interactively at runtime. The password set by this

command is obfuscated.
Changing the database password on UNIX on Web Reports

On UNIX operating systems, to change the database password on the local and remote Web
Reports server, complete the following steps:
1. Stop the beswebr eport s service:

servi ce beswebreports stop

2. Open the configuration file: / var / opt / BESWebRepor t sSer ver / beswebr eports. confi g
3. Go to [ Sof t war e\ Bi gFi x\ Enterpri se Server\Fil | Aggr egat eDB] and set:

Password = "db2newpasswor d"

4. Start the beswebr eport s service:

#servi ce beswebreports start

After restart, passwords are obfuscated and substituted again with " " in the

configuration files.

Changing the DB2 port

After you install the DB2 database of the BigFix server, you can change the DB2 instance

connection port and set it in the BigFix configuration files.

Perform the following steps:
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1. Stop all the BigFix services and all applications connected to the DB2 instance.

2. Change the DB2 connection port:

#su - db2instl
$db2 update dbm cfg usi ng SVCENAME <new_port _nunber >
$db2st op; db2start

3. Open the configuration file: / var / opt / BESSer ver / besser ver . confi g
4. Go to [ Sof t war e\ Bi gFi x\ Enterpri sed ient\Settings\dient

\ _BESServer_Dat abase_Port] and set the new port number as follows:

val ue = "<new port_nunber>"

5. Open the configuration file: / var / opt / BESWebRepor t sSer ver / beswebr eports. confi g
6. Go to [ Sof t war e\ Bi gFi x\ Ent er pri se Server\Fi || Aggregat eDB] and set the new

port number as follows:

Port = "<new port_nunber>"

7. Start all the BigFix services.

Removing the BigFix components from Linux

You can have one or more BigFix components installed on a local system and you can

decide to remove one or all of them at the same time.

To uninstall one or more BigFix components installed on a local Linux system, run the

following steps:

1. Look for the installed BigFix RPM packages by entering the following command:

rpm-qga | grep BES
2. Remove the Server, the WebUI, the Client, and Web Reports RPM files:

rpm-e BESWbUI

rpm -e BESWebReport sServer
rpm -e BESRoot Server

rpm -e BESRel ay
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rpm -e BESC i ent Depl oyToo
rpm - e BESAgent

Note: You cannot remove BESAgent until you remove all components
depending on it (BESRootServer, WebUI, and so on).

3. Remove the following files and folders:
Warning: If you do not plan to remove all BigFix components, keep the folder "/var/
opt/BESCommon".

/ et c/ opt / BES*
[ opt /| BES*
[t mp/ BES
/var /| og/ BES*
[ var/ opt / BES*

Where: BES* is a prefix followed by the name of a BigFix component, for example
"BESClient".
4. Remove the BFENT and BESREPOR local databases:

su - db2instil
db2 drop db BFENT
db2 drop db BESREPOR

or the BFENT and BESREPOR remote databases:

su - db2inst1l

db2 attach to TEM REM user <User Nane> usi ng <Passwor d>
db2 drop db BFENT

db2 drop db BESREPCOR

db2 det ach

db2 uncat al og node TEM REM

DSA on Linux
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Installing Additional Linux Servers (DSA)

For each additional server that you want to add to your deployment, ensure that they are

communicating with each other, and then perform the following steps.

1. Download the BigFix Server installer having the same version as the one installed on
the master server. Ensure that each server uses the same DB2 version.

2. Copy the li cense. pvk and nast head. af xmfiles from the master server to each
computer where you intend to install an additional DSA Server.

3. Each DSA Server must have its own DB2 database engine, either local or remote.
Do not use the same database engine to store the databases of two different DSA
servers. Each DSA Server must be able to access its own database engine and
also the database engines of the other DSA Servers. Use the same user name and
password to access all your database engines.

4. Runtheinstal | . sh script on each computer that you want to configure as an
additional Server.

5.0nthe Sel ect Install Type prompt, choose:

[2] Production: Install using a production |license or an authorization
from

a production |license

6. Onthe Sel ect the HCL BigFi x Features you want to install prompt, choose a
combination of components that includes the BigFix Server. Do not install the WebUI
component on the secondary DSA servers.

7.0n the Sel ect Dat abase Repli cati on prompt, choose:

[2] Replicated Database.

8. On the Sel ect Dat abase prompt, choose[1] Use Local Dat abase (typical for most

applications).

Note: You can also select a remote database hosted on a different computer.
In this case ensure that the computer you are installing BigFix on can resolve

the hostname of the remote server where the database resides.
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9.0nthe DB2 Local Administrative User prompt, assuming you chose Use Local

Dat abase earlier, enter the user name and password of the DB2 administrative user for
the database on the computer where the installation script is running.

10. Enter the Web Server Root folder path.

11. If you chose to install the Web Reports component, enter the requested information.

12. Specify the location of I i cense. pvk and its password.

13. Specify the location of the existing mast head. af xmfile that was generated when
installing the master server.

14. On the Secondary Server DNS Nane prompt, enter the DNS name of the new server.
This name must be resolvable by other servers and by clients.

15. On the DB2 Connect i on prompt, enter the port number of the local DB2 instance.

16. Enter the information to allow the new server to connect to the DB2 instance of the

master server:

Onthe Mast er Server Database Host name prompt, specify the hostname of the

master server database host.

Onthe Master Server Database Port prompt, specify the database port number of

the master server database host.

On the Mast er Server Database Administrative User prompt, specify the user

name of the DB2 administrative user of the master server database host.

On the Master Server Database Administrative User Password prompt, specify
the password of the DB2 administrative user of the master server database host.
17. On the master server, run the resign security data command by using the BigFix

Administration tool.

./ BESAdmi n. sh -resignsecuritydata

For additional information, see BESAdmin Linux Command Line (on page 320).

18. Verify that the other servers have been replicated.

Authenticating Additional Servers (DSA)

Multiple servers can provide a higher level of service for your BigFix installation.
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If you choose to add Disaster Server Architecture (DSA) to your installation, you will be able
to recover from network and systems failures automatically while continuing to provide
local service. To take advantage of this function, you must have one or more additional
servers with a capability at least equal to your primary server. Because of the extra expense
and installation involved, you should carefully think through your needs before committing
to using DSA.

Your servers can communicate with each other using the DB2 inter-server authentication

option.

Before installing the additional Linux Servers, install the DB2 server on each machine that
you want to add to your deployment. The version of the DB2 server must be the same as the

DB2 server installed on the Master Server.

Using DB2 Authentication

With this technique, each Server is given a login name and password, and is configured to

accept the login names and passwords of all other Servers in the deployment.

The password for this account typed in clear text is obfuscated in the configuration file on
each server, after the restart of the FillDB service. To authenticate your servers using DB2

Authentication, follow these steps:

1. Choose a single login name (for example, db2i nst 1), and a single password to be
used by all servers in your deployment for inter-server authentication.

2. On the Master Server, open the / var/ opt / BESSer ver / besser ver . confi g file.

3. Add or modify the following keywords in the [ Sof t war e\ Bi gFi x\ Ent er pri se Server
\ Fi | | DB] section:

Repli cationUser = <l ogin name>
Repl i cati onPassword = <passwor d>
ReplicationPort = <DB2_ port >
Repl i cati onDat abase = BFENT

4. Restart the Fi | | DB service.

Note:



Installation Guide | 9 - Installing on Linux systems | 214

This choice must be made on a deployment-wide basis; you cannot mix
domain-authenticated servers with DB2-authenticated servers.
Repl i cati onUser, Repl i cati onPasswor d, and Repl i cati onPort must be
uniquely defined in all the server configuration files of your DSA environment.
All BigFix servers in your deployment must be running the same version of

DB2 server.

Uninstalling a Linux replication server

To uninstall a replication server, call the database-stored procedure

del ete_replication_server, which removes the specified ID from the replication set.

Ensure you specify the identifier of the server to delete. You must log in to the DB2 database

and run the following procedure:

call dbo.del ete replication_server(n)

where n is the identifier of the server to delete.



Chapter 10. Installing the clients

Install the BigFix client on every computer in your network that you want to administer,

including the computer that is running the console.

This allows that computer to receive important Fixlet messages such as security patches,

configuration files, or upgrades.

Using the Client Deploy Tool

You can use the Client Deploy Tool (CDT) to install Windows, UNIX and Mac target

computers.

The Client Deploy Tool helps you roll out targets in an easy way, but there are some

requirements and conditions:

 Depending on whether you are using the Client Deploy Tool on a Windows or on a

Linux system, you can use the tool to install different platforms:
CDT on Windows
Installs Windows, UNIX and Mac target computers.
CDT on Linux

Installs UNIX and Mac target computers.

Target prerequisites

To successfully deploy target computers from the Client Deploy Tool, ensure that you

satisfy the following prerequisites, depending on the target operating system.

Prerequisites needed for the UNIX/MAC target computers:

» The bash shell must be installed.

For AIX and Solaris target computers, which do not have a bash shell installed by
default, the Korn shell can be used.

» The SCP and SSH protocols must be enabled. The SSH protocol must be enabled on
port 22.
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* The root user must exist, or any other user with SUDO privileges enabled.
* The user with SUDO privileges must be configured as not requiring TTY.
« The user, configured to access the target computer by using the SSH key
authentication, must be one of the following:
o root

> a user configured to run SUDO without a password.

Note: You can deploy on Windows target computers only if you are using the Client

Deploy Tool on a Windows system.

Prerequisites needed for the Windows target computers:

« From the Control Panel, go to Network and Internet > Network and Sharing Center >
Change advanced sharing settings and in the "current profile" section, select the "Turn
on file and printer sharing” option.

« Launch services.msc and ensure that the "Remote Registry" service is not disabled. It
is sufficient to have it in Manual mode, the operating system will start it when needed.

- Restart the workstation for the changes to take effect, if required.

« Ensure that the administrative shares are not explicitly disabled. Locate the registry

values:

[ HKEY_LOCAL_MACHI NE\ SYSTEM Cur r ent Cont r ol Set\ Ser vi ces\
LanmanSer ver\ Par anet er s]
"AutoShareServer" should be 1 (explicitly enabled) or absent.

"AutoShareWks" should be 1 (explicitly enabled) or absent.
« Ensure that the firewall is not blocking the "File and Printer Sharing" service on port
445,

From the Control Panel, go to System and Security > Windows Firewall > Advanced

settings.

In the "Windows Firewall with Advanced Security" panel, perform the following checks:
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o Inbound Rules: The service "File and Printer Sharing (SMB-In)" is allowed to
access the local port 445.
o Qutbound Rules: The service "File and Printer Sharing (SMB-Out)" is allowed to
access the remote port 445.
» The remote computers you want to deploy to must be reachable using the Windows

Remote Procedure Call (RPC) protocols.

Note: The Client Deploy Tool will not work if there is a firewall blocking traffic
between you and the remote computer or if the remote computer has a
personal firewall blocking traffic. By default, RPC uses port 135 as well as
a random port above 1024. If you are using a firewall, you might want to
configure the RPC port to a specific port number so that you can lock it down
and allow traffic across that port without opening the firewall completely
(see:http://support.microsoft.com/kb/154596). RPC can use TCP or UDP
ports so you should allow for both. The Client Deploy Tool itself does not
make use of any other ports beyond what RPC utilizes. After the client is
installed, it will use whichever port you have specified for your license (TCP/
UDP 52311 by default).

You cannot have any network or security policies in place that might prevent the
application from connecting to the remote computer and running a service that uses
the domain administrator credentials to copy files from a shared location and run

them locally on the computer.

Client Deploy Tool wizard

The Client Deploy Tool wizard was introduced with BigFix Version 9.5 Patch 7.

Recommended scenario

You can use the Client Deploy Tool (CDT) to install Windows, UNIX and Mac target

computers.

Client Deploy Tool: Recommended scenario


http://support.microsoft.com/kb/154596
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This scenario describes the recommended steps to install and use the Client Deploy Tool
in your environment. The scenario is supported both if you have a BigFix Windows or Linux

server.

From the BigFix console, perform these steps:

1. Install the Client Deploy Tool on the target computers of your environment and deploy
the client computers by running the Client Deploy Tool wizard. For details about this
operation, see Deploying clients from the console (on page 219).

2. After using the Client Deploy Tool wizard, you can view the deployment results in
the Client Deploy Tool dashboard. For details about this operation, see Viewing the

deployment results in the dashboard (on page 223).

The following graphic shows the details of this process. Only the first step (in blue)
is manually run by an operator, while the other three steps (in green) are performed

automatically when running the Client Deploy Tool wizard.
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Deploying clients from the console

How to deploy clients using the Client Deploy Tool Wizard.

Prerequisites:

Before deploying the BigFix clients from the Client Deploy Tool Wizard, ensure that you

locate and activate globally the following analyses:

Table 5. Analyses to activate globally

ID Name

204

BES Component Versions

2814

Collect BES Client Deploy Tool Reports

From the BigFix console, click Wizards > All Wizards > Client Deploy Tool Wizard.

The Client Deploy Tool Wizard will guide you through the deployment of the BigFix clients.

You can also launch the same wizard from the Unmanaged Assets view of the console by

performing these steps:

1. Select one or more assets in the view.

2. Right-click them. A menu opens.
3. Click Install BigFix Client.

Note:

The displayed Client Deploy Tool Wizard already contains the following

prefilled information:

« The names of the assets selected in step 1.
« The selection of the operating systems installed on the assets selected

in step 1, found by the Nmap scan run on the assets.

In the Set Target Credentials page of the wizard:
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1. Click Add Targets.

2. Enter the host name or the IP address of the target computers. You can enter the
computer credentials now or specify them later.

3. If you want to specify the credentials of target computers you already added, or
change them, select those computers from the list. Select the target computers
displayed on the list.

4. Click Set Credentials.

5. Enter the user name and password needed to access the target computers.

6. As an alternative, you can select the Use Key File check box to use a private key
file with the SSH authentication method, instead of using a password. You can also
specify a passphrase if it was specified when generating the private key. Only ASCI|

characters are supported. Use a private key file in PEM or OpenSSH format.

Note: The SSH authentication method is not supported to install Windows

target clients.

Note:

If you use the SSH key authentication, specify a user that is one of the

following:

* root

« a user configured to run SUDO without a password.

Note: If you enabled FIPS mode and you use SSH key authentication with
passphrase to install the clients, ensure that your private key is encrypted

using a FIPS compliant algorithm.

Note: The SSH key types supported to access the target computers through
SSH key authentication are RSA and ECDSA.
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7. L4l Note: By clicking the small magnifying glass icons in the table header, you
display a search box, useful to easily locate specific devices if you have a

very long list of targets. By clicking a column header, you sort the rows by the
values of that column.

8. Click Next to proceed to the Select Deployment Point page.
In the Select Deployment Point page of the wizard:

1. Select the target computers displayed on the list.
2. Click Select Deployment Point.

3. Select a deployment point from the list.

Note:

The deployment points displayed by this list are a set of:

« All computers on which the Client Deploy Tool can be installed, and
which are relevant for the Fixlet "Install/Update BigFix Client Deploy Tool
Version 11". Remove 'yes' from the 'ls Preferred' filter to have the list of
all computer selections available.

« All computers on which a standalone Client Deploy Tool (any Version)

is installed. If an older version is found, the Client Deploy Tool will be
upgraded to Version 11.

« All computers with a BigFix Console Version 10.

4. Click Next to proceed to the Set Deployment Point Credentials page. This page is
skipped if we are installing the client on UNIX targets only.

In the Set Deployment Point Credentials page of the wizard:

1. Select a deployment point displayed on the list.

2. Click Set Credentials.

3. Enter the credentials needed to access the deployment point.
4. Click Next to proceed to the Set Advanced Settings page.
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In the Set Advanced Settings page of the wizard:

1. Select the operating systems to be deployed, if not already prefilled by the results of
the Nmap scan run on the assets.
2. Select the client version to be installed on your target computers.

3. Select the Show advanced settings check box.

(Optional) In the "Custom Settings" section, add a list of custom client settings to

apply to each client that will be deployed by the Client Deploy Tool.

You can input these settings in either a table or a text box. If you use the table, add a
row for each setting, then enter its name and value in the respective columns. If you
use the text box, add a new line for each setting, then enter its name and value in the

format "name=value".

(Optional) In the "Proxy Settings" section, if the clients to be deployed must

communicate through a proxy, enter the following information:
Address
The host name that is used to reach the proxy.
Port
The port that is used to communicate with the proxy.
Username

The user name that is used to authenticate with the proxy if the proxy

requires authentication.
Password

The password that is used to authenticate with the proxy if the proxy

requires authentication.

(Optional) There is also a section where you can enter a custom installation path for
the Windows target computers.

4. Click Next to proceed to the Deploy Clients page.

In the Deploy Clients page of the wizard:
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1. Review the following summary information displayed by the wizard:

« The list of all target computers on which the BigFix client will be installed. The
user names needed to access the target computers. The deployment point that
will be used for each target computer.

« If new deployment points were specified, a list of the deployment points on
which the Client Deploy Tool will be installed.

« On each deployment point, the BigFix client packages that will be downloaded, if
not already present.

2. If the summary information is correct, click Deploy.

After clicking Deploy, the Client Deploy Tool Dashboard displays the details of your BigFix
client deployments. For more information about the dashboard, see Viewing the deployment
results in the dashboard (on page 223).

Viewing the deployment results in the dashboard
How to view the deployment results.
Prerequisites:

Before viewing the deployment results in the dashboard, ensure that you locate and activate

globally the following analyses:

Table 6. Analyses to activate globally

ID Name

204 BES Component Versions

2814 Collect BES Client Deploy Tool Reports

Moreover, ensure that the clients and server/console clocks are synchronized to make the
dashboard work properly.

From the BigFix console, click Dashboards > All Dashboards > Client Deploy Tool
Dashboard.

The Client Deploy Tool Dashboard shows you the details of your BigFix client deployments.
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The Dashboard displays the following information about the client deployments:

 The host name or IP address of the target computer on which you deployed the client.
« The operating system installed on the target computer.

* The deployment point used.

* The deployment status.

« In case of a failed deployment, the installation error message.

* The date and time on which the deployment occurred.

Note: By clicking the small magnifying glass icons in the table header, you display
a search box, useful to easily locate specific devices if you have a very long list of

targets. By clicking a column header, you sort the rows by the values of that column.

By clicking Deploy BigFix Clients, you open the Client Deploy Tool Wizard.

For more information about the Wizard, see Deploying clients from the console (on page
219).
By clicking Upload Deploy Logs, you upload the Client Deploy Tool target log files to the

BigFix server by running a Fixlet.

For more information about the Fixlet, see Uploading the target logs to the server (on page
238).

Client Deploy Tool Fixlet

The Client Deploy Tool Fixlets were introduced with BigFix Version 9.5 Patch 5.

Installing the Client Deploy Tool from the console

As a prerequisite to install the Client Deploy Tool, ensure that you have a BigFix client
installed on the target computers. The Fixlet is relevant if the BigFix client is installed, while
the console is not. The Client Deploy Tool and the console are mutually exclusive. If the
console is installed, the Client Deploy Tool is already installed under the same console

directory.
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To install the Client Deploy Tool from the BigFix console by running a Fixlet, perform the
following steps:

. Log in to the BigFix console.

. Open the Fixlets and Tasks icon in the Domain Panel.

. In the search bar, enter Client Deploy Tool.

. Select the Fixlet named Install/Update BigFix Client Deploy Tool (Version 10).
. Click Take Action.

. Select the target computers on which you want to perform the installation. Typically, a

o g b~ WN =

BigFix server or one or more relays.
7. Click OK. Verify the status of the Fixlet.

After performing the Client Deploy Tool installation, you can use the tool to deploy the target

computers as described in Deploying clients by using a Fixlet (on page 225).

By running the Fixlet named Uninstall Client Deploy Tool, you can remove the Client Deploy
Tool installations.

Deploying clients by using a Fixlet

Deploy client computers from the BigFix console by running the Install BigFix Clients with
Client Deploy Tool Fixlet. This Fixlet cannot be imported into a custom site. You must use it
from the BES Support site.

To deploy the clients from the console, perform the following steps:

1. Log in to the BigFix console.
2. Open the Fixlets and Tasks icon in the Domain Panel.
3. In the search bar, enter Client Deploy Tool.
4. Select the Fixlet named Install BigFix Clients with Client Deploy Tool.
5. In the Description tab, you must:
« Select all the operating systems associated to the client computers that you
want to deploy. Select the client version that you want to deploy.
« Enter the credentials needed to access the computer on which you installed

the Client Deploy Tool. These credentials are required only if you installed the
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Client Deploy Tool on a Windows system. Specify either a domain administrator
account with all necessary permissions or any administrator account with full

local administrative permissions on the Client Deploy Tool computer.

. Note: In the "Targets" section, specify the computers to which you want
to deploy the BigFix Client and the credentials to access them and run
the installation. If a set of computers can be accessed with the same

credentials, you can enter it as a single group of targets.

Computers

In this text box, specify one or more computers with the same
credentials, using one of the following formats:

o A list of hostnames, each on a new line.

o A list of IP addresses, each on a new line.

> An IP address range.
If you specify a list, place each hostname or IP on its own line in
the text box. To create a new line in the text box, press Enter. If you

specify a range of IP addresses, enter it in the following format:

192.0.2.1-20

Username

The user ID needed to access the target computers. You need
to specify a user with sufficient permissions to install the BigFix
Client. For example, Administrator on Windows or root on Linux.

Password

The password associated to the user ID of the target computers.

« Select the Show advanced settings check box.

(Optional) In the "Custom Settings" section, add a list of custom client settings

to apply to each client that will be deployed by the Client Deploy Tool.

You can input these settings in either a table or a text box. If you use the table,

add a row for each setting, then enter its name and value in the respective
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columns. If you use the text box, add a new line for each setting, then enter its

name and value in the format "name=value".

(Optional) In the "Proxy Settings" section, if the clients to be deployed must

communicate through a proxy, enter the following information:
Address
The host name that is used to reach the proxy.
Port
The port that is used to communicate with the proxy.
Username

The user name that is used to authenticate with the proxy if the

proxy requires authentication.
Password

The password that is used to authenticate with the proxy if the
proxy requires authentication.
6. Click Take Action.
7. On the Target tab, select one or more devices, which are target computers on which
you installed the Client Deploy Tool instances.
8. Click OK.
9. Verify the status and the exit code of the Fixlet. The exit code 0 represents the

Success status.

Note: When running the Fixlet, depending on the operating systems that you
selected in the Description tab of the Fixlet, the platform-specific packages are
cached on the BigFix server and downloaded only on the client computers where the
Client Deploy Tool is installed. Packages are downloaded only if they are not found;

they are not overwritten each time you run the Fixlet.

Note:
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If you deploy old BigFix client versions, such as 9.1 and 9.2, or any other version
older than the Client Deploy Tool version installed using the Install BigFix Clients
with Client Deploy Tool Fixlet, the locally installed Client Deploy Tool user interface

might no longer work.

This known issue is caused by the BESC i ent sCat al og. xmi file level that is
replaced with the version deployed by the Fixlet. To solve this known issue,
manually run again the Fixlet to deploy the latest client version and the latest valid

BESC i ent sCat al og. xni catalog file will be replaced again.

It is highly recommended to use the Fixlet instead of the locally installed Client

Deploy Tool user interface to deploy the clients.

Client Deploy Tool standalone

Installing the Client Deploy Tool with MSI

As a prerequisite to run this procedure, ensure that you did not install a BigFix Console. If
you already installed the Console, you already have the Client Deploy Tool installed in the

consol e_di r\ BESO i ent Depl oy folder.

You can use the Microsoft™ Installer (MSI) version of the Client Deploy Tool to interpret

the package and perform the installation automatically. This MSI version of the tool

(Bi gFi xd i ent Depl oy. si ) is stored in the BESI nst al | er s\ d i ent Depl oyTool folder of the
Windows server.

To install the Client Deploy Tool, perform the following steps:

1. Copy the Bi gFi xCl i ent Depl oy. msi program and all the related transformation files in
the BESI nst al | ers\ C i ent Depl oyTool directory of a Windows system.
2. Run the Bi gFi xCl i ent Depl oy. nsi program in one of the following ways:
*nei exec.exe /i c:\BESInstallers\C ientDepl oyTool

\ Bi gFi xCl i ent Depl oy. msi TRANSFORMS=Tr ansf ornLi st /qgn

The / gn command performs a silent installation.
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*nei exec.exe /i c:\BESInstallers\dientDepl oyTool
\ Bi gFi xC i ent Depl oy. nsi | NSTALLDI R="c¢c
\'myclientdepl oytool install _dir" TRANSFORMS=Tr ansf or nii st

This command installs the tool in the specified directory (I NSTALLDI R="c:
\nyclientdeploytool_install_dir")

Note:

TRANSFORMS=Tr ansf or niLi st specifies what transform files (. mst ) must

be applied to the package. TransformList is a list of paths separated by
semicolons. The following table describes the supplied transform files, the
resulting language, and the numerical value to use in the msiexec command

line.

Table 7. Transform file list

Transform Val-
Language File name ue

U.S. English 1033.mst 1033
German 1031.mst 1031
French 1036.mst 1036
Spanish 1034.mst 1034
Italian 1040.mst 1040
Brazilian Por- 1046.mst 1046
tuguese
Japanese 1041.mst 1041
Korean 1042.mst 1042
Simplified Chinese  2052.mst 2052

Traditional Chinese 1028.mst 1028
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You can find the full list of installation options at the Microsoft™ site
Command-Line Options. To create a Group Policy Object (GPO) for the BigFix
agent deployments, see the Microsoft™ knowledge base article: http://

support.microsoft.com/kb/887405.

3. Start the BES client service.

Deploying clients from the tool

Deploying the client computers by using the Client Deploy Tool user interface is obsolete.
This option is available only on a Windows system. To install client computers, use either

the Client Deploy Tool wizard or the Fixlet from the console.

Deploy the target computers by performing the following steps:

1. The BigFix Client Deploy Tool is installed with the BigFix console or can be installed on
a separate system using the MSI Installer Package located in the BES | nstal | ers
\ C i ent Depl oyTool directory. Launch the tool directly from Start > Programs
>BigFix > BigFix Client Deploy.

2. The resulting dialog offers two ways to deploy the targets:

Find computers using Active Directory
This option is valid only for the client deployment on Windows targets.

The BigFix Client Deploy tool contacts the Active Directory server to
get a list of all the computers in the domain. It checks each of the
computers to see if the client is already installed and displays this

information in a list.

The Client Deploy Tool starts by getting a list of computers from the
Active Directory server or from a provided list and remotely checks

if the Client service is already installed on each computer. If it is, it
reports Installed along with the status of the Client service such as
Running, Stopped, and so on. If it cannot determine the status due to

a permissions problem or any other issue, it reports Status Unknown.


http://msdn.microsoft.com/en-us/library/windows/desktop/aa367988(v=vs.85).aspx
http://support.microsoft.com/kb/887405
http://support.microsoft.com/kb/887405
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Otherwise it reports Not Installed , unless it cannot communicate with

the computer at all, in which case it reports Not Responding.
Find computers specified in a list

This option is valid both for the client deployment on Windows and UNIX

targets.

Based on how your network resolves computer addresses, you must
provide a list of computer names, IP address ranges, or host names.
The list must have one name / IP address range / host name per line.
Using this option, the Client Deploy Tool does not attempt to discover
any computers, but instead attempts to install directly to all the listed
computers.
3. Type in a user name and password that has administrative access to the computers.
In most cases, this is a domain administrator account with all necessary permissions.
If you are using the computer list option, you can specify a local account on the
remote computers, such as the local administrator account that has administrative
privileges. The rest of the client deployment process uses this user name/password,
so if the account does not have the appropriate access on the remote computers, you
receive access denied errors.
4. When the list of computers is displayed, shift- and control-click to select the
computers that you want to administer with BigFix. Click Next.
5. You see a list of the computers that you selected. The default options are usually
sufficient, but you might want to select Advanced Options to configure the following

installation parameters:
File Transfer
This option is valid only on Windows targets.

You can choose to push the files out to the remote server for installation
or to have the files pulled from the local computer. Unless there are
security policies in place to prevent it, for most cases choose to push
the files.
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Note: The pull option is valid only if the target computer belongs
to an Active Directory domain and if you use the domain
administrator credentials.

Connection Method
This option is valid only on Windows targets.

You can connect to the remote computers either using the Service
Control Manager (SCM), which is recommended, or the task scheduler
if the SCM does not work.

Installation Path

This option is valid only on Windows targets.

Specify a path for the client, or accept the default (recommended).
Verification

Select this check box to verify that the client service is running after
waiting for the installation to finish, to know if the installation completed
successfully.

Custom Settings

Add one or more custom settings to each client deployed, either by
entering them in the form of a Name / Value pair or by using the option
Load from file.
6. If the clients to install need to communicate through a proxy, configure the proxy
connection by clicking Proxy Settings.
In the Proxy Settings panel, specify:
» The host name or IP Address and, optionally, the port number to communicate
with the proxy machine.
* The credentials of the user defined on the proxy machine that will be used when
establishing the connection.
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Select the Use Internet Explorer proxy settings check box if you want that the proxy
settings are retrieved from the Internet Explorer configuration of the Windows system

where the client was installed. This check box works only for Windows targets.

For more information about configuring a proxy connection, see Setting up a proxy

connection (on page 419).

Click OK to save the proxy configuration.
7. To begin the installation, click Start.
8. When completed, a log of successes and failures is displayed. For more details about

the log files, see Log files (on page 237).

If you want to deploy from the tool non-Windows target computers, ensure that on the

Windows system where your Client Deploy Tool instance was installed:

1. The BESO i ent sCat al og. xni file is stored in the C: \ Pr ogr am
Fil es(x86)\Bi gFi x Enterprise\BES Cient Deploy\ directory.

2. The packages containing the client images are stored in the C: \ Program Fi | es
(x86)\ Bi gFi x Enterprise\BES Cient Depl oy\Bi gFi xl nstall Source

\Cientlnstaller directory.

These files will be present after you deploy at least once the target computers by running
the Fixlet named Install BigFix Clients with Client Deploy Tool.

Troubleshooting the client deployment

After running a Fixlet to deploy target computers using the Client Deploy Tool, if some target
computers were not deployed correctly, you can verify some Client Deploy Tool directories

and their contents.

If your Client Deploy Tool instance was on a UNIX target computer, you can perform the

following checks:
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1. Verify that the BESO i ent sCat al og. xm file is present in the / var/ opt/
BESC i ent Depl oyTool directory.
2. Verify that the packages containing the client images are stored in the / var / opt /

BESC i ent Depl oyTool / Bi gFi xI nstal | Source/ d i entlnstall er directory.

If your Client Deploy Tool instance was on a Windows target computer, you can perform the

following checks:

1. Verify that the BESO i ent sCat al og. xm file is present in the C: \ Pr ogr am
Fi |l es(x86)\Bi gFi x Enterprise\BES dient Depl oy\ directory.

2. Verify that the packages containing the client images are stored in the C:
\Program Files (x86)\BigFix Enterprise\BES Cient Deploy

\ Bi gFi xl nstal | Source\ d ientlnstaller directory.

Troubleshooting other common errors and problems on UNIX and MAC target computers:

To successfully deploy UNIX and MAC target computers using the Client Deploy Tool and
a user with SUDO privileges, the user with SUDO privileges must be configured as not

requiring TTY.
Troubleshooting other common errors and problems on Windows target computers:

The following net use command:

net use * \\targetconputer\adm n$ /user:donmai n\user password

can be used to discover which type of error the Client Deploy Tool is running into with the

Windows target computers.

« If you receive in the Client Deploy Tool the message "Offline", typically with net use

you get the following error:
Error: System error 53 has occurred. The network path was not found.

Meaning: The computer cannot be contacted.
« If you receive in the Client Deploy Tool the message "Connection Failed", with net use

you get one of the following errors:
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Error: System error 53 has occurred. The network path was not found.
Meaning: ADMINS share is not available.

Error: System error 1219 has occurred. Multiple connections to a server or shared
resource by the same user, using more than one user name, is not allowed.

Disconnect all previous connections to the server or shared resource and try again.

Meaning: If the computer used to run the Client Deployment Tool already has a
connection to a remote machine ADMINS share, using a different credential, this error

OCcCurs.

Error: System error 1311 has occurred. There are currently no logon servers available

to service the logon request.
Meaning: The domain server is not available for authentication.

Error: System error 1326 has occurred. Logon failure: unknown user name or bad

password.

Meaning: Incorrect administrative user name or password.
« If you receive in the Client Deploy Tool the message "Access is Denied" or "Windows
Error: Logon failure: unknown user name or bad password"’, with net use you get the

following error:
Error: System error 5 has occurred. Access is denied.

Meaning: User name/password are correct, but the account does not have permission
to ADMINS share.

Error: No network provider accepted the given network path.

Meaning: The client or the server could not be resolved during the client deploy tool

process.

The "Access is Denied" or "Windows Error: Logon failure: unknown user name or bad
password" status indicates that the Client Deploy Tool is unable to connect to the
computer to determine if the client is installed. In addition, it is likely that you are also
able to deploy the client through the Client Deploy Tool if this error is encountered.

The following conditions might be causing this error message:
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> An incorrect user name/password was supplied.

> The user account might be locked.

o Insufficient permissions/privileges on the target computer.

> File and Print sharing is disabled on the target computer.

> The Windows Firewall might be blocking the Client Deploy Tool.

> The Windows policy might be blocking the Client Deploy Tool. Try to add or

modify the following registry value:

[ HKEY_LOCAL_MACHI NE\ SOFTWARE\ M cr osof t \ W ndows\ Cur r ent Ver si on\
Pol i ci es\ Syst enj
"Local Account TokenFi | t er Pol i cy" =dwor d: 00000001

« If you receive in the Client Deploy Tool an RPC failure message, this error occurs
when:
> The remote computer is turned off or unreachable.
> The remote computer has the RPC service disabled or not functioning.
> The remote computer has the "file and printer sharing" option disabled.
> The remote computer is running a personal firewall that blocks the connection
attempts. Or the connection attempt is blocked by a firewall in between the
computer with the Client Deploy Tool and the remote computer.
Ensure that these issues are not the cause of the problem and then run the Client

Deploy Tool again.

Note: After restarting the computer reporting an RPC error, in some cases the

RPC error no longer occurs.

Note: As a way to test and see if RPC is listening, Microsoft has a tool named
"RPC Ping" which can be downloaded from the following Microsoft article:

http://support.microsoft.com/kb/831051.

« If you receive in the Client Deploy Tool the message "Windows Error 0000046a: Not
enough server storage is available to process this command’, this error indicates
that the IRPStackSize value is set too low on the target computer resulting in not

enough resources being allocated to use a local device. Increase the IRPStackSize


http://support.microsoft.com/kb/831051
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value on the target. For more information, see the following Microsoft article: http://

support.microsoft.com/kb/106167.

Try to deploy the client after the value was increased. If the client deployment fails
with the same error message, increment the IRPStackSize value and try to deploy the
client again.

Log files
Each time the Client Deploy Tool starts, a log file is created.

The log file is named BESCI i ent Depl oyTool . | og and it is located in the following
directories:

Linux systems
Inthe/ var/ opt/ BESC i ent Depl oyTool directory.
Windows systems
In the Client Deploy Tool installation directory.
You cannot disable the log file nor customize its logging level.

The maximum size that the log file can reach is 50 MB. After reaching that level, the log file

restarts.
Client log files (UNIX platforms only)

For each UNIX target computer, you have two files which log the stdout and the stderr

activity on the remote machine, respectively.

The log files are named <cl i ent i p_addr ess>. out forthe stdout output and

<client ip_address>. err forthe stderr output.
You can find these files in the Cl i ent Logs folder located in the following directories:
Linux systems
Inthe/var/ opt/ BESC i ent Depl oyTool directory.
Windows systems

In the Client Deploy Tool installation directory.


http://support.microsoft.com/kb/106167
http://support.microsoft.com/kb/106167

Installation Guide | 10 - Installing the clients | 238

You cannot disable the log files nor customize their logging level.

The maximum size that the Cl i ent Logs folder can reach is 100 MB. After reaching that
level, the files stop logging.

Client log files (Windows platforms only)

For each Windows target computer, you have two log files. The log files
are named <cl i ent i p_address> InstallerService. | ogand

<client_ip_address> Cientlnstaller.|og

The first file contains information provided by the installer service, while the second file
contains the verbose log of the client installer.

You can find these files in the Cl i ent Logs folder located in the following directories:
Linux systems
Inthe/var/ opt/ BESC i ent Depl oyTool directory.
Windows systems

In the Client Deploy Tool installation directory.

Uploading the target logs to the server
Procedure to upload the Client Deploy Tool target log files to the BigFix server.

Perform the following steps:

. Log in to the BigFix console.

. Click the Fixlets and Tasks icon in the Domain Panel.

. In the search bar, enter Upload Deploy.

. Select the Task named Upload BES Client Deploy Tool Logs.
. Click Take Action.

. In the Applicable Computers tab, select the target computers from which you want to

o gk~ WN =

retrieve the Client Deploy Tool log files.
7. Click OK. Verify the status of the Task.

After running this Task, the log files are uploaded to the BigFix server directory

I nstal | ati on_di r/ Upl oadManager Dat a/ Buf f er Di r/ shal/ xx/ XXXXXXX
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where:
XX
Represents the last two digits of the Client ID.
XXXXXXX
Represents the full Client ID.
The names of the uploaded log files use the following prefixes:

cdt Mai nLog_ for the main Client Deploy Tool log file, which is
BESCl i ent Depl oyTool . | og

cdt O i ent Logs_ for each log file taken from the Cl i ent Logs folder of the Client Deploy
Tool.

The files are uploaded to the BigFix server only if their size is smaller than 50 MB, unless

you specified a different limit by using the appropriate client setting.

The Task is relevant if the following conditions are satisfied:

« The BESCl i ent Depl oyTool . | og file exists in the installation directory of the Client
Deploy Tool.

« The d i ent Logs folder exists in the installation directory of the Client Deploy Tool.

These conditions are met if you started the Client Deploy Tool at least once.

Important: To clean up the Client Deploy Tool reports older than a week, you can use the

task named BES Client Deploy Tool cleanup of obsolete reports.

Limitations in Client Deploy Tool

The Client Deploy Tool allows you to deploy BigFix clients on all the platforms supported
by BigFix Version 9.5.5. In addition, you can also use the Client Deploy Tool to deploy older

BigFix client versions, 9.1 and 9.2.

Known limitations
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When using the Client Deploy Tool to deploy older BigFix client versions, such as 9.1 and
9.2, you can deploy on all the platforms supported by these old BigFix versions, except on

the following:

« BigFix Version 9.1 agent on Solaris 9 platform.
« BigFix Version 9.1 agent on HP-UX platforms.
« BigFix Version 9.2 agent on HP-UX platforms.

Other limitations

For performance reasons, the Client Deploy Tool was tested to deploy one hundred target

computers (clients) at a time.

Installing the Client on AIX

How to install the client on AlX.

Perform the following steps:

1. Download the corresponding BigFix client package file to the IBM AIX computer.
2. Copy the BESAgent to the IBM AIX computer.

3. Run the following command:

installp -agqYXd ./ BESAgent -9. 5. xxx. X. ppc_ai xxx. pkg BESC i ent

Important: Starting with release IBM AIX 7.2 with Technology Level 4, the
software packages of the AlX operating system are digitally signed. The
installation process verifies the digital signatures of the software package
and takes action based on the digital signature policy. In order to successfully
install/upgrade the BigFix Client, the Digital Signature Policy must be set to

'none’.

4. Copy your action site masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(acti onsi t e. af xm) can be found in your BES Installation folders (by default they

are placed under C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES Installers
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\ dient on Windows and / var/ opt/ BESI nstal | ers/ d i ent/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BESCl i ent / act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
htt p:// server nane: port/ mast head/ mast head. af xm(example: htt p: //
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

5. Start the BigFix client by running the following command:

letc/rc.d/rc2.d/ SBESCl i entd start

Note:

You can install the client on Virtual 1/0 Server (VIOS). As a prerequisite, run the
oem_setup_env command. The command places the user into the OEM software
installation and setup environment.

AlIX Fixlet Content

To get the Fixlet content for the AIX BigFix agent, subscribe your BigFix server to the
appropriate Fixlet site.

To subscribe to a new Fixlet site, perform the following steps:

1. Go to a computer with the BigFix console installed.

2. Download the masthead.

3. When prompted to open or save the file, click Open to open the BigFix console.

4. Log into the BigFix console with your username and password.

5. After logged in, the BigFix console asks if you wish to subscribe to the Patches for AIX
Fixlet site, click OK.
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6. Type in your private key password and click OK.
7. After the BigFix console subscribes to the site, it starts gathering new Fixlet

messages from the site.

Installing the Client on Linux

The BigFix client can always be installed by manually running the client installer on each

computer.

This is a quick and effective mechanism for installing the client on a small number of

computers.

Note: If the actionsite masthead with which you installed the client computer
contains the fallback relay, and no other relay option is provided to the client
computer using a configuration file, then ensure that the newly installed client

computer can connect to the fallback relay of your environment.

Amazon Linux Installation Instructions
How to install the client on Amazon Linux.

To install the client perform the following steps:

1. Download the corresponding BigFix client RPM file to the Amazon Linux computer.

2. Install the RPM by running the command

rpm-ivh client RPM path

3. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(actionsi t e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES Installers
\d i ent on Windows and / var/ opt/BESI nstal | ers/ d i ent/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BESC i ent/ acti onsi t e. af xm
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Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http: //server name: port / mast head/ mast head. af xm(example: ht t p: //
bes. Bi gFi x. com 52311/ mast head/ nmast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Note:

The BigFix client installation on Amazon Linux operating system can be performed
also on computers having SELinux enabled. With SELinux enabled, the following

SELinux settings are supported:

selinux = enforcing, policy = targeted.

Note:

When installing the BigFix client on Amazon Linux 2023 operating system, the
following limitations apply:

« To be able to install the agent using the Client Deployment Tool, you must set
the crypto policy to legacy mode in the target machine.

« If you deploy Amazon Linux 2023 in AWS, to be able to correlate such
instances, you must either enable IMDSv1 in the target machine or use a
BigFix Agent with minimum version 10.0.9.

Signed RPM packages

The RPM packages are signed with a PGP key. For more details, see Red Hat Installation
Instructions (on page 247).
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CentOS Installation Instructions
How to install the client on CentOS.

To install the client perform the following steps:

1. Download the corresponding BigFix client RPM file to the CentOS computer.
2. Install the RPM by running the command

rpm-ivh client_ RPM path

3. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(actionsi t e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Installers
\ d i ent on Windows and /var/ opt/BESI nstal | ers/ Cient/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BESCl i ent / act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the

installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http://servernane: port/ nmast head/ nast head. af xm(example: http://
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Note:

The BigFix client and relay installation on a CentOS Version 6 and 7 operating
system can be performed also on computers having SELinux enabled. With SELinux

enabled, the following SELinux settings are supported:

selinux = enforcing, policy = targeted.



Installation Guide | 10 - Installing the clients | 245

Signed RPM packages

The RPM packages are signed with a PGP key. For more details, see Red Hat Installation

Instructions (on page 247).

Oracle Linux Installation Instructions
How to install the client on Oracle Linux.

Before installing the client on Oracle Enterprise Linux 9, ensure that you have installed the

initscripts package.

To install the client perform the following steps:

1. Download the corresponding BigFix client RPM file to the Oracle Linux computer.

2. Install the RPM by running the command
rpm-ivh client_RPMpath

3. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(acti onsi t e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES Installers
\ d i ent on Windows and / var/ opt/BESI nstal | ers/ Cient/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BESC i ent/ act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http: // server name: por t / mast head/ mast head. af xm(example: ht t p: //
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start
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Note:

The BigFix client installation on Oracle Linux operating system can be performed
also on computers having SELinux enabled. With SELinux enabled, the following

SELinux settings are supported:

selinux = enforcing, policy = targeted.

Note: On Oracle Enterprise Linux 9, the user interface component of the client is

displayed only if you log in choosing GNOME on Xorg.

Signed RPM packages

The RPM packages are signed with a PGP key. For more details, see Red Hat Installation

Instructions (on page 247).

Raspbian Installation Instructions

How to install the client on Raspbian.

Perform the following steps:

1.

Download the corresponding BigFix client Raspbian package file to the Raspberry PI

client.

. Install the package by running the command:

dpkg -i client_package path

. Copy your actionsite masthead to the client (the masthead contains configuration,

license, and security information). The action site masthead (act i onsi t e. af xm)
can be found in your BES Installation folders (by default they are placed under C.
\ Program Fil es (x86)\Bi gFix Enterprise\BES Installers\dient on Windows
and/var/opt/BESI nstal | ers/ Cient/ on Linux). If the masthead is not named
actionsi t e. af xm rename it to act i onsi t e. af xmand place it on the client at the

following location: / et ¢/ opt / BESC i ent / act i onsi t e. af xm
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Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix server can be downloaded from
http: //server name: port / mast head/ mast head. af xm(example: ht t p: //
bes. Bi gFi x. com 52311/ mast head/ nmast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Red Hat Installation Instructions
How to install the client on Red Hat.

Before installing the client on Red Hat Enterprise Linux™ 6 or 7, ensure that you have
disabled the SELinux process or, if you want to keep SELinux enabled, that the following

settings are configured:
selinux = enforcing, policy = targeted.

Before installing the client on Red Hat Enterprise Linux™ 8 or later, instead, you must disable

the SELinux process.

Then, ensure that you have:

« Installed the Athena library (libXaw package) that is used by the user interface
component of the client.
« Installed the initscripts package before installing the client on Red Hat Enterprise

Linux™ 9.
To install the client perform the following steps:

1. Download the corresponding BigFix client RPM file to the Red Hat computer.
2. Install the RPM by running the command

rpm-ivh client_ RPM path
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Note:

Starting from BigFix Version 9.5.9, if you are installing the signed packages
and you have not imported the public key for that signature, you receive the

following warning:

BESAgent - 9. 5. 9. xx-rhe6. x86_64. rpm Header V4 RSA/ SHA256
Si gnature, key |ID 3e83b424: NCOKEY

3. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(actionsi t e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Installers
\ dient on Windows™ and/var/opt/BESI nstal | ers/ i ent/ on Linux™). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BESCl i ent / act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix Server can be downloaded at
http://servernane: port/ mast head/ nast head. af xm(example: http://
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Note: On Red Hat Enterprise Linux™ 9, the user interface component of the client is
displayed only if you log in choosing GNOME on Xorg.

Signed Client Red Hat RPM packages

Starting from BigFix Version 9.5.9, the Red Hat RPM packages are signed with a PGP key.
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Starting from BigFix Version 10.0.8, the signature of the Red Hat RPM package for BigFix
Agent contains the SHA256 digest and header, thus you can install the BigFix Agent on Red
Hat systems with FIPS mode enabled.

The RPM packages available for download are stored, divided by product version and

platform, in the following repository: http://support.bigfix.com/bes/release/.

Run the following command to check if the package file is signed:
rpm-qgpi <package>.rpm

In the command output the content of the Signature field shows if the package is signed or
not:

 The package is signed if the Signature field is not empty.
« The package is not signed if the Signature field does not contain any value.

This is a sample output that you can get if the package is signed:

Nanme : BESAgent
Ver si on : 10.0.0.133
Rel ease : rhe6
Architecture: x86 64

Install Date: (not installed)

G oup : Applications/Security

Si ze : 54525522

Li cense : (c) Copyright HCL Technol ogi es Limted 2001-2020 ALL RI GHTS
RESERV ED

Si gnat ure . RSA/ SHA256, Sun 29 Mar 2020 11:01:24 PM CEST, Key ID
f103a7e216055 553

Source RPM : BESAgent-10.0.0.133-rhe6.src.rpm

Build Date : Sun 29 Mar 2020 08:52:46 PM CEST

Buil d Host : platbuild-rhel -6-x86-64-2. pl atform bes. prod. hcl pnp. com
Rel ocations : (not rel ocatabl e)

Packager : HCL Technol ogi es Linited

Vendor : HCL Technol ogies Limted


http://support.bigfix.com/bes/release/
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URL : http://ww. bi gfix.com
Sunmary . Bi gFi x Agent
Description :

Bi gFi x Agent for Linux.

If the package is signed:

If you are using Version 9.5.9, you can manually download and import the public key for that

signature from the following web site: http://support.bigfix.com/bes/release/9.5/patch9/

If you are using Version 9.5.10 or later, you can download and import the public key for that
signature by running the BES Support Fixlet named Import BigFix version 9.5 public GPG
key for RedHat RPMs.

If you download the key, then import it into your local machine keystore by using the

command:
rpm--inport <keyfile>

where the key file can be a URL or a local file.

The BigFix public key available for download is stored in the following repository: http://

support.bigfix.com/bes/release/

At this point, you can proceed to install the RPM package on the client system by running

the command:
"rpm-i <package nane>'

or an equivalent command.

If you did not import the public key, during the client installation you might see a warning
message saying that the signature cannot be verified. This message does not prevent your

RPM package from being installed successfully on the client system.

Red Hat Fixlet Content

To get the Patch content for the Red Hat BigFix agent, you need to subscribe your BigFix

server to the appropriate Patch site.

To subscribe to a new Patch site, perform the following steps:


http://support.bigfix.com/bes/release/9.5/patch9/
http://support.bigfix.com/bes/release/
http://support.bigfix.com/bes/release/
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1. From the BigFix Management domain, click License Overview dashboard.

2. Scroll down to view the available content sites.

3. Click Enable to select the version of Patches for RHEL site to which you want to
subscribe.

4. Open the Manage Sites node and select your newly subscribed site. From the site
dialog, click the Computer Subscriptions tab to assign the site to the appropriate
computers.

5. From the Operator Permissions tab, select the operators that you want to associate
with this site and their level of permission.

6. Click Save Changes.

You are now subscribed to a Patches for RHEL site. For more information on patching your

endpoints, see Patch for Red Hat Enterprise Linux.

Rocky Linux Installation Instructions
How to install the client on Rocky Linux.

Before installing the client on Rocky Linux, ensure that you have:

« Installed the Athena library (libXaw package) that is used by the user interface
component of the client.

« Installed the initscripts package before installing the client on Rocky Linux™ 9.
To install the client perform the following steps:

1. Download the corresponding BigFix client RPM file to the Rocky Linux computer.

2. Install the RPM by running the command

rpm-ivh client RPM path

3. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(actionsi t e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES Installers

\dient on Windows and / var/ opt/BESI nstal | ers/ d i ent/ on Linux). If the


https://help.hcltechsw.com/bigfix/10.0/patch/Patch/Patch_RH/c_introduction.html
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masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it
on the computer at the following location: / et ¢/ opt / BESC i ent/ act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is not automatically created by the

installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http: //servername: port/ mast head/ mast head. af xm(example: ht t p: //
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Note:

On Rocky Linux 8, the user interface component of the client is displayed only if you

log in choosing Standard on Xorg.

Note:

On Rocky Linux 9, the user interface component of the client is displayed only if you
log in choosing GNOME on Xorg.

Signed RPM packages

The RPM packages are signed with a PGP key. For more details, see Red Hat Installation

Instructions (on page 247).

SUSE Linux Enterprise (64-bit) Installation Instructions

How to install the client on SUSE Linux Enterprise (64-bit).

Prerequisites
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« Before running the BigFix Client user interface in a GNOME desktop environment on
SLES/SLED 15, download and install | i bXaw8- 1. 0. 13- 1. 26. x86_64. rpm

« All RPM libraries installed on the system must be at the same level.
To install the client, do the following steps:

1. Disable the SELinux process.
2. Download the corresponding BigFix client RPM file to the SUSE computer.

3. Install the RPM by running the command
rpm-ivh client_RPMpath

4. Copy your actionsite masthead to the client computer (the masthead contains
configuration, license, and security information). The action site masthead
(actionsit e. af xm) can be found in your BES Installation folders (by default they
are placed under C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Installers
\ d i ent on Windows and / var/ opt/BESI nstal | ers/ dient/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BEST i ent/ act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESC i ent / is not automatically created by the

installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http: //servername: port / mast head/ mast head. af xm(example: htt p: //
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

5. Start the BigFix client by running the following command:

/etc/init.d/ besclient start

Ubuntu/Debian (64-bit) Installation Instructions
How to install the client on Ubuntu/Debian (64-bit).

To install the client perform the following steps:
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1.

3.

Download the corresponding BigFix client DEB package file to the Ubuntu/Debian

computer.

. Copy your actionsite masthead to the client computer (the masthead contains

configuration, license, and security information). The action site masthead

(actionsi t e. af xm) can be found in your BES Installation folders (by default they

are placed under C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Installers
\d i ent on Windows and / var/ opt/BESI nstal | ers/ d i ent/ on Linux). If the
masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xmand place it

on the computer at the following location: / et ¢/ opt / BEST i ent/ act i onsi t e. af xm

Note: The directory / et ¢/ opt / BESO i ent / is hot automatically created by the
installer. If it does not exist, create it manually.

The masthead file for each BigFix server is downloadable at
http: // server name: por t / mast head/ mast head. af xm(example: htt p: //
bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).

Install the DEB by running the command

dpkg -i client_ package_path

4. Start the BigFix client by running the command:

/etc/init.d/ besclient start

Note: On Debian 11, the user interface component of the client is displayed only if
you log in choosing GNOME on Xorg.

Note: On Ubuntu 22.04 LTS, the user interface component of the client is displayed

only if you log in choosing Ubuntu on Xorg.

Installing the Client on Mac

How to install the Mac client.



Installation Guide | 10 - Installing the clients | 255

Perform the following steps:

1. Download the corresponding BigFix client package file to the Mac computer.

2. Copy the PKG file to any directory and copy the masthead file for your deployment into
the same directory. Ensure that the masthead file is named act i onsi t e. af xm

3. You might optionally include a pre-defined settings file (cl i ent set ti ngs. cf g) in
the same directory as the PKG file and the act i onsi t e. af xmfile, to create custom
settings for the Mac client at installation time, for example to assign the new Client to

a specific parent relay. For more information, see Mac Clients (on page 365).

Note: If you previously uninstalled a BigFix Client on the same Mac system,
and you plan to reinstall it using the cl i ent set ti ngs. cf g file, ensure to

reboot the system before starting the Client installation.

4. Launch the PKG installer by double-clicking the PKG file (such as
BESAgent - 10. 0. xxx. x- Bi gFi x_MacOS11. 0. pkg) and run through the installer. The
agent starts up after the installation completes as long as the masthead file is

included in the installation directory.

Note:

 The agent uninstaller is available in the .pkg install. It is located in: / Li br ar y/
BESAgent / BESAgent . app/ Cont ent s/ MacOS/ BESAgent Uni nstal | er. sh

 The agent .dmg package is no longer available.

Note: The BESAgent service can access all of the user's private files and folders
in the Mac system only if you add full disk access permission to it. It can be done
manually by the user from the Privacy tab of the Security & Privacy Preferences
panel or by using MDM services. For a BigFix MCM Device this can be done

automatically at installation time, see Deploy BigFix Agent for more information.


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Users_Guide/c_deploying_bes_agent_mcm.html
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Mac Fixlet Content

To get the Fixlet content for the Mac BigFix agent, subscribe your BigFix server to the

appropriate Fixlet site.

To subscribe to a new Fixlet site, perform the following steps:

. Go to a computer with the BigFix console installed.
. Download the masthead.
. When prompted to open or save the file, click Open to open the BigFix console.

. Log into the BigFix console with your username and password.

a b WO N =

. After logged in, the BigFix console asks if you wish to subscribe to the Patches for
Mac OS X Fixlet site, click OK.
. Type in your private key password and click OK.

(o))

7. After the BigFix console subscribes to the site, it starts gathering new Fixlet

messages from the site.

Installing the Client on Solaris 11

As a prerequisite, all Solaris agents must have the SUNWIibC package installed.

Starting from BigFix Version 9.5.13, you can install the Solaris 11 client using a .p5p client

package format by performing the following steps:

1. Download the corresponding BigFix client package file to the Solaris computer.

2. Copy your actionsite masthead to the Solaris BigFix client computer (the masthead
contains configuration, license, and security information). The action site masthead
(actionsit e. af xm) can be found in your BigFix Installation folders (by default
they are placed under C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES
Instal | ers\dient on Windows and /var/ opt/BESI nstal | ers/ i ent/ on Linux).
If the masthead is not named act i onsi t e. af xm rename it to act i onsi t e. af xm
and place it on the computer at the following location: / et ¢/ opt / BESCl i ent /
actionsi t e. af xm The masthead file for any BigFix server can also be downloaded
at http://servernane: port/ mast head/ mast head. af xm(example: http: //

bes. Bi gFi x. com 52311/ mast head/ mast head. af xm).
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Note: You might need to create the directory / et c/ opt / BESC i ent / if it does
not already exist.

. Before installing the .p5p client package, as upgrading from the old SVR4 packages
is not supported, ensure that no previous agent is already installed by running the

command:
pkgi nf o BESagent

If necessary, remove the old BigFix agent before installing the new one with the

command:

pkgr m BESagent

. If the computer is not a global zone or is a global zone without children, you can

directly install the new agent (.p5p client package) by running the command:

pkg install -g <path to package fil e>/ BESAgent-<...>. p5p BESagent

. Otherwise, if the computer is a global zone with children, you must create a

permanent repository and set the publisher, for example by running the command:

pkgrepo create /var/opt/BESC ient_sol aris_repo
pkgrecv -s <path to package fil e>/ BESAgent-<...>. p5p
-d /var/opt/BESC i ent_sol ari s_repo BESagent

pkg set-publisher --search-first -p /var/opt/BESC ient _solaris_repo

Then, you can install with the command:

pkg install BESagent

The --search-first option is needed to avoid that other, not available, publishers might

cause issues.
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The created repository is also available for the children. Therefore, there is no need to

create it on the non-global zones.

Note: You can install on the children using the -r option. For details about
the -r option and other command options, see https://docs.oracle.com/cd/
E36784_01/html/E36870/pkg-1.html

Uninstalling the client
To uninstall the client, installed using a .p5p client package format, run the command:

pkg uni nstall BESagent

This command can be used for uninstalling both on a global zone or on the local zones.

Note: You can uninstall on the children using the -r option. For details about the -r
option and other command options, see https://docs.oracle.com/cd/E36784_01/
html/E36870/pkg-1.html

Upgrading the client

Upgrading manually from a client installed using the old SVR4 package to a new client with
the .p5p client package is not supported.

You can upgrade the Solaris 11 client by running the Fixlet named Updated Solaris Client -

BigFix version 9.5.X Now Available!

Troubleshooting the upgrade

When upgrading the BigFix Client on an Oracle Solaris 11 local zone using the IPS package,
the action might fail, with the / t np/ BESC! | ent Upgr adeFi x| et . | og file on the local

zone showing the following error message:

Cannot enable or disable a system publisher

The error might be due to a corruption of the BigFix publisher in the Oracle Solaris zone

environment.


https://docs.oracle.com/cd/E36784_01/html/E36870/pkg-1.html
https://docs.oracle.com/cd/E36784_01/html/E36870/pkg-1.html
https://docs.oracle.com/cd/E36784_01/html/E36870/pkg-1.html
https://docs.oracle.com/cd/E36784_01/html/E36870/pkg-1.html
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The pkg publisher command executed on the global zone does not show any BigFix

publisher, while executed on the local zones shows the status disabled,syspub.

As a workaround to solve this issue, try one of the following options:

« If not already done, submit the Updated Solaris Client - BigFix version 9.5.14 Now
Available! Fixlet to the global zone. Wait for the action to complete.

Only when the action completes, submit the same Fixlet to the local zone(s).

« On the global zone, run the command:

pkg set-publisher --enable BigFix
Check the publisher on the local zone(s) to verify if the "disabled" status is no longer
shown.

Try upgrading the local zone(s) again.

« Uninstall and reinstall the client on the local zone(s).

Troubleshooting the uninstallation
After running the pkg uninstall BESagent command, you might receive the following error

message:

DESC. A service failed - a nmethod is failing in a retryabl e manner but too
of ten.

AUTO- RESPONSE: The service has been placed into the nmai ntenance state.

| MPACT: svc:/BESCient:default is unavail abl e.

Despite the error message, the client is correctly uninstalled. You can ignore it.

Known limitations
Limitation 1

The Image Packaging System (IPS) does not support product directories symbolically
linked. When using symbolic links, the package installation fails with the following error

message:
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pkg: Requested operation failed for package
pkg:// sof tware. bi gfi x. coml BESagent@ . .......
Cannot install '..... '; parent directory ...... isalink to........

To continue, nove the directory to its original |ocation and try again.

Limitation 2

Uninstalling the IPS package moves the files added after the installation under
$I MAGE_META/ | ost +f ound

Where the default value for IMAGE_META is / var / pkg

As a side effect, a subsequent installation of the agent will result as a new one (different ID,
lost cache), unless you manually restore the files from $I MAGE_MVETA/ | ost +f ound to/

var/ opt / BESC i ent before you perform the new installation.

Installing the Client on Windows

You can install the BigFix client manually by running the Client installer on each computer.

Use this method to install the client on a small number of computers and if you installed the

BigFix server on a Windows system. Run this sequence of steps to run the client installation:

1. You can install the client using one of the following methods:

* Log on to the computer with administrator privileges and copy the BES
Installers\Client folder from the installation computer to the local hard drive.

* Run the Installation Guide (available at Start > Programs > BigFix > BigFix
Installation Guide) and click the button marked Browse Install Folders to open
the BigFix Installers folder and display the Client folder.

2. You might optionally include a pre-defined settings file (cl i ent setti ngs. cf g) in the
same directory as the set up. exe file, to create custom settings for the Windows client
at installation time, for example to assign the new Client to a specific parent relay. For
more information, see Windows Clients (on page 365).

3. After you have copied the Client folder to the target computer, double-click setup.exe

from that folder to launch the installer.
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4. After the welcome panel, you are prompted for a location to install the software. You
can accept the default or click Browse to select a different location.

5. After the files have been moved, click Done to exit the installer. The BigFix Client
application is now installed and will automatically begin working in the background.
Repeat this process on every computer in your network that you want to place under

BigFix administration.

Installing the Client using the .exe setup

You can download the BigFix Client setup in EXE format directly from https://

support.bigfix.com/bes/release/

The BigFix Client installer .exe is also shipped with:

« The BigFix Installation Generator for Windows, which places it in the folder C:
\Program Fil es (x86)\Bi gFix Enterprise\BES Installers\Cient

« The BigFix Server installer for Red Hat Enterprise Linux, inside the .tgz archive folder
Serverlnstaller_10.0.0.133-rhe6. x86_64/repos

To install the BigFix Client, you also need the masthead file. You can find it on the computer

where you installed the BigFix Server:

« On Windows, it is named masthead.afxm and stored in the folder C: \ Pr ogr am
Files (x86)\BigFix Enterprise\BES Installers\dient

« On Linux, it is named actionsite.afxm and stored in the folder / var / opt /
BESI nstal l ers/ C i ent

If you already installed the BigFix Installation Generator (Windows-only), you can run the
Installation Guide (available at Start > Programs > BigFix > BigFix Installation Guide), click
Browse Install Folders and copy the Client installer folder, which contains both the Client

setup and the masthead file.

Now, you are ready to perform the following steps:


https://support.bigfix.com/bes/release/
https://support.bigfix.com/bes/release/
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1. You might optionally include a pre-defined settings file (cl i ent set ti ngs. cf g) in the
same directory as the set up. exe file, to create custom settings for the Windows client
at installation time, for example to assign the new Client to a specific parent relay. For
more information, see Windows Clients (on page 365).

. After you have copied the Client folder to the target computer, double-click setup.exe
from that folder to launch the installer.

. After the welcome panel, you are prompted for a location to install the software. You
can accept the default or click Browse to select a different location.

. After the files have been moved, click Done to exit the installer. The BigFix Client
application is now installed and will automatically begin working in the background.

Repeat this process on every computer in your network that you want to place under

BigFix administration.

Via the command line

The BigFix client installer setup.exe is an MSl-based setup created with InstallShield.

The .exe file can be run silently as described in Running Installations in Silent Mode. The /

v"..." part of the command line contains the options and properties that are passed to the

underlying MSI engine. A list of standard command line options for the Windows Installer is

available at https://docs.microsoft.com/en-us/windows/win32/msi/command-line-options.

To perform a silent Client installation, follow these steps:

setup.exe /s /v"/L*vx! \"C\dientlnstallLog.txt\" SETUPEXE=1
REBOOT=Real | ySuppr ess M| RESTARTMANAGERCONTROL=Di sabl e / gn"

To log some more information specific to the InstallShield .exe wrapper:

setup.exe /s /debuglog"C\CientlnstallLoglS. txt" /v"/L*vx!
\"C\dientlnstall Log.txt\" SETUPEXE=1 REBOOT=Real | ySuppress
VBl RESTARTMANAGERCONTROL=Di sabl e /gn"

To change the default installation location, the appropriate form of the command is:

setup.exe /s /v"/L*vx! \"C\CientlnstallLog.txt\" |NSTALLD R=
\"Pat hTol nst al | ati onFol der\" SETUPEXE=1 REBOOT=Real | ySuppr ess
MBI RESTARTMANAGERCONTROL=Di sabl e / gn"


https://docs.revenera.com/installshield27helplib/helplibrary/SilentInstall.htm
https://docs.microsoft.com/en-us/windows/win32/msi/command-line-options
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Where "PathTolnstallationFolder" is the full windows path to the folder where the Client is to

be installed.

If you do not want the setup to start the BES Client service at the end of the installation, add
STARTAGENTSERVICE=0 in the /v"..." part of the command.

Note: The Windows user running setup.exe must have Administrative privileges on
the computer, must be able to write to the folder that contains the "setup.exe" and to

the chosen log location, otherwise the installation might fail and create no log.

Installing the Client using the .msi setup

You can install the BigFix Client silently using either the .exe setup or the .msi setup.
To get the BigFix Client installer in MSI format, proceed as follows.

On Windows:

1. Download the BigFix Installation Generator from https://support.bigfix.com/bes/
release/

2. Run the Installation Generator on a Windows machine

3. Search in the folder C: \ Program Fi | es (x86)\ Bi gFi x Enterprise\BES
Installers\CientMSI

On Linux:

1. Download the BigFix Server installer for RHEL from https://support.bigfix.com/bes/
release/

2. Extract the .tgz archive

3. Search in the folder Server I nstal | er _10. 0. 0. 133-rhe6. x86_64/repos/
ClientMsl-10.0.0.133

In that folder, you will find:


https://support.bigfix.com/bes/release/
https://support.bigfix.com/bes/release/
https://support.bigfix.com/bes/release/
https://support.bigfix.com/bes/release/
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» BESClientSetupMSIl.exe, a tool to customize the .msi (optional)
« BigFixAgent.msi, the main setup file (required)
+ 1028.mst, ..., 2052.mst, the translation files for the setup (required)

To install the BigFix Client, you also need the masthead file. You can find it on the computer

where you installed the BigFix Server:

« On Windows, it is named masthead.afxm and stored in the folder C: \ Pr ogr am
Files (x86)\BigFix Enterprise\BES Installers\Cient

« On Linux, it is named actionsite.afxm and stored in the folder / var / opt /
BESI nstal |l ers/C i ent

Via the command line

To perform a silent Client installation, follow these steps:

1. Copy BigFixAgent.msi setup, its .mst files and the actionsite.afxm masthead file to a
folder of your target computer, for instance C: \ Cl i ent MBI .
2. Run the BigFixAgent.msi setup.

You can run the .msi from the command line like this:

nsi exec. exe /i Bi gFi xAgent.nsi /L*vx! "PathToLogFil e"
I NSTALLDI R="Pat hTol nst al | ati onFol der” TRANSFORM5=1033. nst
REBOOT=Real | ySuppr ess MSI RESTARTMANAGERCONTROL=Di sabl e /gn

L*vx! "PathToLogFile" are the logging options followed by a custom file path for the
log file.

INSTALLDIR is a property to specify the installation folder. You can omit it to install
the client in the default folder.

TRANSFORMS=transform.mst is a property to specify the transform file(s) to apply to
the setup. Each .mst file contains a translation for the setup. For more information on

this property, see https://docs.microsoft.com/en-us/windows/win32/msi/transforms.

The following table describes the supplied transform files, listed by language.


https://docs.microsoft.com/en-us/windows/win32/msi/transforms
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Transform
Language File name
U.S. English 1033.mst
German 1031.mst
French 1036.mst
Spanish 1034.mst
Italian 1040.mst
Brazilian Por- 1046.mst
tuguese
Japanese 1041.mst
Korean 1042.mst

Simplified Chinese  2052.mst

Traditional Chinese 1028.mst

REBOOT=ReallySuppress and MSIRESTARTMANAGERCONTROL=Disable are
properties set to avoid rebooting the system after the installation.

/qn is an option performs a silent installation. You can omit it to run the installation

interactively.

This example shows how to silently install the BigFix client in the default folder in the
English language:
nsi exec. exe /i "Bi gFi xAgent. nsi " TRANSFORMS="1033. nst "

REBOOT=Real | ySuppr ess MsSI RESTARTMANAGERCONTROL=Di sabl e / gn

For more information on the command line options for the MSI engine, see https://

docs.microsoft.com/en-us/windows/win32/msi/command-line-options.

If you do not want the setup to start the BES Client service at the end of the installation, add
STARTAGENTSERVICE=0 to your command.


https://docs.microsoft.com/en-us/windows/win32/msi/command-line-options
https://docs.microsoft.com/en-us/windows/win32/msi/command-line-options
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Using Group Policies

You can, using Active Directory Group Policy Objects (GPO), define a policy requiring that the
Client is installed on every machine in a particular group (Organizational Unit, Domain, and

SO on).

This policy is applied every time a user logs in to the specified domain, making it a very
effective way to deploy the client if GPO is enabled. For more details consult your Active

Directory administrator.

For more details about Group Policy Objects (GPO), see Using GPO to deploy the BigFix
Client.

BES Client MSI Editing Tool

You can use the latest version of the BESClientSetupMSl.exe tool to operate on the BigFix

Client MSI package (BigFixAgent.msi) as follows:

- Store an updated masthead in the MSI package, enabling the BigFix Client to start up
using the latest configuration parameters of the BigFix deployment.

- Store the BigFix Relay information in the MSI package, leading the BigFix Client to
connect to that Relay at first start. If the Relay is an authenticating Relay, it is also
possible to specify the password that the BigFix Client will have to use for the Manual
key exchange.

« Verify whether or not the masthead and the manual key exchange password stored in

the MSI package match the specified values.

BES Client MSI Editing Tool usage for storing values:

BESCl i ent Set upMSI . exe [ /relayserverl <relay URL> [ /secureregistration

<password> ] ] <mamsthead file path> <client installer path> [ /silent ]

BES Client MSI Editing Tool usage for verifying values:

BESC i ent Set upMSI . exe /verify [ /secureregistration <password> ] <mast head

file path> <client installer path> [ /silent ]

where;


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0022695
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0022695
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« Irelayserverl <relay URL> is an optional argument that allows storing the information
about the BigFix Relay to which the BigFix Client will have to connect to at first start. If
this argument is not specified, the BigFix Client will attempt connection to the BigFix
Server as specified in the masthead.

« /secureregistration <password> is an optional argument that allows storing or
verifying the password for the manual key exchange in case the specified BigFix Relay
is an authenticating Relay.

« <masthead file path> is a required argument that specifies the absolute or relative
path of the masthead file to be stored or verified in the MSI package.

« <client installer path> is a required argument that specifies the absolute or relative
path of the MSI package to be updated or verified.

« /silent is an optional argument that prevents the command result window from
being displayed. When this argument is used, it is still possible to know whether the
command completed successfully or not by looking at its exit code.

« Iverify is an alternate required argument that allows verifying whether or not the
masthead and the manual key exchange password stored in the MSI package match

the specified values.

Note: If you want to store the latest masthead file, you can point to the
Acti onSi t e. af xmfile located under the C: \ Program Fi |l es (x86)\ Bi gFi x
Enterprise\ BES d i ent folder on the BigFix Server system.

The BES Client MSI Editing Tool returns:

« Zero if the MSI package was updated or verified successfully.

» A non-zero exit code in case of failure.

Examples:

Displays usage information:

BESCl i ent Set upMSI . exe
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Stores a masthead in the MSI package in case both are located in the same directory as
BESClientSetupMSl.exe:

BESCl i ent Set upMSI . exe nast head. af xm Bi gFi xAgent . nsi

Same as above, but without displaying a success or failure message:

BESCl i ent Set upMSI . exe nast head. af xm Bi gFi xAgent. nsi /sil ent

Stores the specified masthead and BigFix Relay in the specified MSI package:

BESCl i ent Set upMSI . exe /rel ayserverl
http://relay_host_or _|P:52311/bf m rror/downl oads/ <pat h>\ nast head. af xm

<pat h>\ Bi gFi xAgent . nsi

Stores the specified masthead, BigFix Relay and manual key exchange password in the

specified MSI package:

BESC i ent Set upMSI . exe /rel ayserver1
http://relay_host _or _|P:52311/bfm rror/dowl oads/ /secureregistration

password <pat h>\ mast head. af xm <pat h>\ Bi gFi xAgent . nsi

Verifies whether or not the masthead stored in the MSI package matches the specified one:

BESCl i ent Set upMSI . exe /verify <pat h>\ mast head. af xm <pat h>\ Bi gFi xAgent . nsi

Verifies whether or not the manual key exchange password stored in the specified MSI

package is equal to "'mYp@sswOrd":

BESCl i ent Set upMSI . exe /verify /secureregistration mfp@sword

<pat h>\ nast head. af xm <pat h>\ Bi gFi xAgent . nsi

Embedding in a Common Build

If your organization employs a specific build image or common operating environment
(COE) on a CD or image that is used to prepare new computers, you can include the Client in
this build.
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To create the image, follow these steps:
For Windows operating systems

1. Install the client on the computer to be imaged. The BigFix client immediately
attempts to connect to the server. If it successfully connects to the server, it is
assigned a ComputerlD. This ComputerlD is unique to that particular computer, so it
should not be part of a common build image. The next steps delete this ID.

2. Stop the client by opening the Windows Services dialog and stopping the BES Client
service.

3. Delete the computer-specific identifier (computer ID) by opening the registry to HKLM
\ Sof t war e\ Wow6432Node\ Bi gFi x\ Ent er pri sed i ent\ d obal Opti ons and deleting
the values Conput er | D, RegCount , and Repor t SequenceNunber .

4. Delete the __BESData folder from the installation directory of the BigFix client.

The BigFix Client is now ready to be imaged.

Note: If the Client is started again for any reason (including a system restart), it
re-registers with the server and you will need to perform steps 2 to 3 again. The
Server has built-in conflict detection and resolution so if for any reason you fail to
delete the ID, the Server can detect that there are multiple Clients with the same
ComputerlD and forces the Client to re-register to ensure that everything works
normally. However, it is advisable to perform the steps above to avoid having a

grayed-out Client (the first imaged computer) in the computer list in the Console.

For more information, see Avoiding duplicates when a Client is restored (on page 270).
For Linux operating systems

1. Install the client on the computer to be imaged.

2. Stop the client by running /et c/i ni t/ bescl i ent st op.

3. Delete the computer-specific identifier from the . conf i g file to prevent all copies of
the machine from registering with the same client ID to the server.

4. Delete the __BESData folder. The default location is/ var/ opt/ BESC i ent .
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The BigFix Client is now ready to be imaged.

For more information, see Avoiding duplicates when a Client is restored (on page 270).
For Macintosh operating systems

1. Install the client on the computer to be imaged.
2. Stop the client by using sudo "/ Li br ary/ BESAgent / BESAgent . app/ Cont ent s/ MacOS/
BESAgent Cont r ol Panel . sh" - st op.
3. Delete the computer-specific identifier to prevent all copies of the machine from
registering with the same client ID to the server.
« If they exist, remove RegCount, ReportSequenceNumber, and
ComputerlID from the client preferences folder: / Li br ary/ Pr ef er ences/
com bi gf i x. besagent . pli st.
« Delete the __BESData folder. The default location is \ Li br ar y\ Appl i cati on
Suppor t\ Bi gFi x\ BES Agent.

The BigFix Client is now ready to be imaged.

For more information, see Avoiding duplicates when a Client is restored (on page 270).

Avoiding duplicates when a Client is restored

When the BigFix client is rolled back or restored from a snapshot, the next time it registers
itself with the BigFix server, it receives a new Computer ID. The BigFix client with the old
Computer ID becomes inactive because it does not report with the same Computer ID. As a
result, the BigFix console shows duplicated entries for the same computer. Additionally, the

affected computer loses all information: action history, discovery, and so on.

To avoid this situation, you must store some registry keys and data aside of the computer

whose identity you want to preserve.

1. Stop the BigFix client service.
2. Store the following data.
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a. The registry key value for the Conput er | D from the following location.
» Windows: HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node\ Bi gFi x
\EnterpriseCient\d obal Opti ons
e Linux: / var/ opt / BEST i ent / bescl i ent . conf i g under the section
Sof t war e\ Bi gFi x\ Enterpri sed i ent\ d obal Opti ons
* MacOS:/ Li brary/ Pref erences/ com bi gf i x. BESAgent . pl i st
b. The BES d i ent\ KeySt or age folder from the default installation directory of the
BigFix client.

Procedure to keep the client identity

1. The BigFix server can match the data that is stored aside to the BigFix client that is
reinstalled or reverted from a snapshot when the ClientldentityMatch parameter of
the BigFix server is set to 100. By default, the parameter is set to 0. To change the
value of the parameter, go to the computer on which the BigFix server is installed and
perform the following steps:

a. Windows: Go to Start > BigFix Administrative Tool > Advanced Options and set
the value of the ClientldentityMatch parameter to 100.

b. Linux: Run the following command.

./ BESAdmi n. sh -set advancedopti ons
-sitePvkLocati on=/root/backup/|icense. pvk

-si t ePvkPasswor d=pi ppo000 -update clientldentityMatch=100

2. Ensure that you complete this action before you install the BigFix client on the
computer whose identity you want to preserve.

3. Install the BigFix client on the computer whose identity you want to preserve. After the
installation of the BigFix client completes, the computer automatically registers with
the BigFix server and receives a unique Computer ID.

4. Stop the BigFix client.

5. Move to the following location:
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« Windows: HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node\ Bi gFi x
\Enterprisedient\d obal Options
e Linux: / var/ opt / BESC i ent / bescl i ent . confi g under the section [ Sof t war e
\ Bi gFi X\ EnterpriseCient\d obal Opti ons]
* MacOS: / Li brary/ Pref erences/ com bi gf i x. BESAgent . pl i st
and remove the values for the following parameters:
* RegCount
* Conputer| D
* Repor t SequenceNunber
6. Delete the __ BESDat a and Key St or age folders from the installation directory of the
BigFix client.
7. Restore the previously stored Conput er | Dand KeySt or age.
8. Start the BigFix client.

Enabling encryption on Clients

When installed, you can set up your Clients to encrypt all outgoing reports to protect data

such as credit card numbers, passwords, and other sensitive information.

Note: You must have encryption enabled for your deployment before enabling it for
your Clients. In particular, for the required option, your clients will become silent if

you enable them without first setting up your deployment.

To enable encryption, follow these steps:

1. Open the BigFix Console.

2. From the BigFix Management Domain, open the Computer Management folder and
click the Computers node.

3. Select the computer or set of computers that you want to employ encryption for.

4. From the right-click context menu, select Edit Computer Settings.

5. From the Edit Settings dialog, click Add.

6. In the Add Custom Setting dialog, enter the setting name as

_BESClient_Report_Encryption (note the underline starting the name).
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There are three possible values for this setting:
required

Causes the Client to always encrypt. If there is no encryption certificate
available in the masthead or if the target computer (Relay or Server)

cannot accept encryption, the Client will not send reports.
optional

The Client encrypts if it can, otherwise it sends its reports in clear-text.
none

No encryption is done, even if an encryption certificate is present. This
allows you to turn off encryption after you enable it.
7. Click OK to accept the value and OK again to complete the setting. You must enter

your private key password to deploy the setting action.

For additional information about encryption, see Encryption (on page 278).



Chapter 11. BigFix Administration Tool

The BigFix Administration Tool, also called BESAdmin, is the tool we use to perform

configuration changes and maintenance operations.

On Windows, it has both a GUI (graphical user interface) and a CLI (command line

interface). On Linux, it only has a CLI.

BESAdmin Windows GUI

The Installer automatically creates the BigFix Administration Tool when it installs the other

components of the Console program.

This program operates independently of the Console and is intended for Administrative
Operators only. You can find it from the Start menu: Start > All Programs > BigFix >
BigFix Administration Tool. To run the program, you must first browse to the private key
(license.pvk).

You can also change your administrative password through this interface. After you
have selected the private key file, click OK to continue. You must supply your private key
password to proceed.

Note: When you change the private key password you change only the password
of the local file; the other DSA BigFix servers are not updated. They continue to use
their own license file and password unless it is replaced from the changed license
file.

Use the BigFix console to perform the user management tasks.

Masthead Management

Click the first tab to view the Masthead Management dialog.
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B IBM BigFix Administration Tool

Masthead Management | Swekem Options I &dvanced Options | Replication | Encryption I Security ! Clean Lip i

Edit Masthead Click here to change wour Action Site Masthead parameters.

EvipRitE Masthead sihsckk here ko save the Action Sike Masthead in vour database ko

Click here ko activate a new Ackion Sike Masthead using a site

Bl certificate which wou have received From IEM,

Ik Cancel Empls

If you do not yet have a masthead, which is required to run the Console, this dialog provides
an interface to Request and subsequently Activate a new masthead. If you have an existing
masthead, you can edit it to change gathering intervals and locking. You can also export
your masthead, which can be useful if you want to extend your BigFix network to other

servers.

System Options
The second tab opens the System Options dialog.

The first option sets a baseline minimum for refresh intervals. This refers to the Fixlet list
refresh period specified in the Preferences dialog of the Console. The default period is 15
seconds, but if your network can handle the bandwidth, you can lower this number to make
the Console more responsive. Conversely, if your network is strained, you might want to

increase this minimum.
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B 1BM BigFix Administration Tool B3

Masthead Management  Swstem Options i.ﬁ.dvanced Opkions I Feplication I Encryption I Security ! Clean LUp I

—Minimurn Refresh Interyal
Console operatars will not be allowed ko set their autamatic refresh

| E5 ceconds  inkerval bo less than this value, Increasing this number will reduce the
database load created by automatic console refreshes.

—Defaulk Fixlet Visibiliky
%' Fixlets, Tasks, and analyses gathered from external sites are globally visible by default,
Fixlets, Tasks, and Analvses gathered from external sites are globally hidden by defaulk,

" They will not be accessible ko non-masker operators until a masker operator marks them as
globally visible.

—Client UI Icon

Click here to select an icon File to be displayved when Client U is

Add Ioan presented to the user,

Fefiowe Teon I Click here to clear your current icon seleckion,

(0] 4 Cancel Apply

Use this dialog to set the default visibility of external sites. These sites are, by default,
globally visible to all Console operators. To give you extra control, you can set the
visibility to hidden, and then adjust them individually through the Console. You must be an

administrator or a master operator to make these hidden sites become visible.

Use this dialog to add your own logo to any content that is presented to the user on the
Client system. Branding can be important to reassure your users that the information has

corporate approval.

Advanced Options
The third tab opens the Advanced Options dialog.

This dialog lists any global settings that apply to your particular installation.
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L) BigFix Administration Tool .
| Masthead Management | Systemn Options | Advanced Options | Replication | Encryption | Security | Clean Up |

Advanced ocptions are special name/value pairs that allow you to customize the behavior of your BigFix deployment.
Mest deployments will not need to set any advanced cptions. If any advanced options are necessary for your
deployment, your BigFix Support Technician will advise you of the necessary values.

Mame Value Add

password CompledtyDescription Passwords must contain 8 characters or m...

password ComplexityRegex (= [lower]N(F=*[[upper]) (7= [[:digit:... Edit

Delete
QK | | Cancel Appl

These options are name/value pairs, and are typically supplied by your HCL Support. As an
example, if you are subscribed to the Power Management site, one of these options allows
you to enable the WakeOnLAN function.

Some of these settings overlap with special registry keys that can be set to influence the
behavior of individual consoles. As a rule of thumb, if the setting represents a boolean
option, the consoles will have the default behavior unless either the registry or the Advanced
Deployment Options specify the non-default behavior.

For a list of available options that you can set, see List of advanced options.

Replication
The fourth tab opens the Replication dialog.

Use this dialog to visualize your replication servers.
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) BigFix Administration Tool .

| Masthead Management | Systemn Options | Advanced Options | Replication | Encryption | Security | Clean Up |

Te edit the replication interval and connections from a server, select that server in the dropdown on the left. That
server will replicate on the interval specified in the dropdown on the right, connecting to the servers in the list with the
specified priorities.

AGOWINTESTT2 (0} v| |5 minutes W

Server Distance Expected Laten... Last Replicatio... = Last Repli| | <Connection Distance>

Edit Replication Graph

QK | | Cancel Apply

For more information, see the Configuration Guide..

Encryption

The fifth tab opens the Encryption dialog. Use this dialog if you want that the Client encrypts
reports to be sent to the server.

This is useful if the reports contain confidential information. You can use this tab to

generate a new encryption key or to disable encryption altogether.
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L) BigFix Administration Tool .

| Masthead Management | Systemn Options | Advanced Options | Replication | Encryption |Securit_',; | Clean Up |

Report encryption is currently DISABLED.

Click here to generate an encryption key,
Generate key

e Click here to cause clients to start encrypting reports against a private key that has
Hrhry EnAnlEs already been placed on the root server.

0] | | Cancel App

If you click Generate Key, the server creates a public key and a private key. The private key
is stored in the database on the server. The public key is stored in the master actionsite. As
soon as the clients receive the master actionsite, they start to encrypt the reports with the

public key. On the server, the reports are decrypted using the private key.

If you configured your environment so that the top level relays are in a secure location with
the server, you can delegate the responsibility to decrypt reports to the relays to reduce the

workload on the server. This is the list of steps to run if you want to set this configuration:

1. In the Encryption tab, generate the key pair, private and public, on the server.

2. Manually copy the private key on the relays to delegate for decryption.

3. In the Security tab, click Enable Enhanced Encryption. After you click that button, the
master actionsite is sent across the BigFix network and the clients start to encrypt
reports with the public key.

4. When a relay that has the private key, receives the encrypted reports, it decrypt them

and forward the reports in clear text to the server.
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Security

Click the sixth tab to open the Security dialog.

L) BigFix Administration Tool -

| Masthead Management | Systern Options | Advanced Options | Replication | Encryption | Security | Clean Up |

Enhanced security is currently DISABLED
SHA-256 downloads are currently QPTIOMAL

Enhanced Security requires SHA-236 for all digital signatures and TLS 1.2 for all
Enable Enhanced Security HTTPS communication. Deployment must be completely upgraded to 9.1 or
later, Mote: Server services will be restarted.

_ B When SHA-256 Downloads are required, 9.1 or later components will no longer
Require SHA-256 Downloads process action downloads which only specify a SHA-1 hash,

0K | | Cancel Appl

Click the Enable Enhanced Security button to adopt the SHA-256 cryptographic digest
algorithm for all digital signatures as well as for content verification and to use the TLS 1.2

protocol for communications among the BigFix components.

To enable SHA-256 ensure that the following conditions are satisfied:

* The updated license was gathered.
« Unsubscribe from all external sites that do not support SHA-256.
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Note: If you use this setting you break backward compatibility because BigFix
version 9.0 or earlier components cannot communicate with BigFix version 9.5

server or relays.

oup

Warning: When you disable the enhanced security mode, the BESRoot Ser ver service

fails to restart automatically. To solve the problem, restart the service manually.

To enable enhanced security on a Disaster Server Architecture (DSA) server in Linux

environments:

You must enable it only on the primary server by running the command ./BESAdmin.sh
-securitysettings -sitePvkLocation=<path+license.pvk> -enableEnhancedSecurity
-requireSHA256Downloads.

You do not have to enable it on the replica servers. You might be requested to run the
command ./BESAdmin.sh syncmastheadandlicense -sitePvkLocation=<path+license.pvk>
[-sitePvkPassword=<password>] on the replica servers to ensure that the updated action

site is propagated to the replica servers as well.

To enable enhanced security on a Disaster Server Architecture (DSA) server in Windows

environments:

You must enable it only on the primary server by following the procedure described in On

Windows Systems.

You must run the \BESAdmin.exe command on the replica servers to ensure that the

updated action site is propagated to the replica servers as well.

The Require SHA-256 Downloads button is disabled until you click the Enable Enhanced
Security button. Click the Require SHA-256 Downloads button to change all download
verification to use only the SHA-256 algorithm. Existing custom actions might need to be

edited to conform to the prefetch action script syntax updated for V9.1 and above.

Note: If you do not select this option, the file download integrity check is run using
the SHA-1 algorithm.
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If you click Enable Enhanced Security without selecting Require SHA-256 Downloads, the
SHA-256 algorithm will be used to for digital signatures and for content verification, TLS 1.2
protocol will be used for communications among the BigFix components but you will still be

able to download SHA-1 content from external sites.

For more information about the BigFix Enhanced Security feature, the supported security
configuration and enhanced security requirements evaluation, see Security Configuration

Scenarios.

Computer Remover

Click Run Now in the BES Conput er Renover section to remove computers.

) BigFix Administration Tool X

Masthead Management System Options Advanced Options Replication Encryption Security Clean Up

BES Computer Remover

Run Now... Click here to run the Computer Remover manually.

Schedule... Click here to schedule the Computer Remover.

BES Audit Trail Cleaner
Run Now... Click here to run the Audit Trail Cleaner manually.

Schedule... Click here to schedule the Audit Trail Cleaner.

BES Property ID Mapper

Run Now... Click here to run the Property ID Mapper manually.
Schedule... Click here to schedule the Property ID Mapper.
oK Cancel Apply

The following window is displayed:
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BES Computer Remover

Agent Type | Native >

[ Mark Duplicate Computers as deleted.

Specify the property to find duplicated computers: Computer Name

[ ] Mark Expired Computers as deleted.

-

Specify the number of days: 30

[ ] Rerove data from the database for Deleted Cormputers.

Specify the number of days: 90

[ ] Remove Deleted Computers,

Specify the number of days:

L
(=31
Ln

[ ] Remove Deleted Uploads.

[] Erase uploaded files for Removed Computers.

Specify the batchsize: | 100000

[ Specify a text file with Computer names to be deleted,

m
=]
i
m

The tool separates the deletion operations to mark a computer as being deleted in the
database and to be removed from BigFix Console or Web Reports. Marking a computer as

being deleted does not remove any data from the database and if the computer reports
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back in, it is restored. The tool also supports the removal of data about computers from the

database to free disk space and allow the database to run faster.

Note: Up to Bigfix version 10.0.7, the clean up process affects all computers. From
version 10.0.8 and later, the process requires the Agent Type field to be set: only
the devices that match the specified Agent Type are targeted by the clean up

procedure.

You can specify to remove the following data:

« Duplicated computers by selecting Mark Duplicate Computers as deleted and
specifying the name of the duplicated computer. The computer is marked as deleted if

a computer exists with the specified property.

Note: To successfully delete the duplicated computer, specify in the text field
of the BES Conput er Renover panel the property name in English, for example
the computer name. The BES Conput er Rerover tool, like all other Clean Up
tools, interacts directly with the database, and the property names are stored
inside the database in English. For this reason, the property names must be

specified in English.

« Expired computers by selecting Mark Expired Computers as deleted and specifying
a number of days for the native computers and a number of hours for the proxied
computers. The computers are marked as deleted if they have not sent any reports
after the specified amount of time.

« Deleted Computers by selecting Remove data from the database for Deleted
Computers and specifying a number of days for the native computers and a number
of hours for the proxied computers, and the batch size. The data from computers
that are already marked as deleted and have not sent any reports after the specified
number of days is removed.

« Removed computers by selecting Remove Deleted Computers and specifying a
time frame. The computers are those ones marked as deleted since the specified

amount of time. Up to BigFix Version 10.0.7, the minimum value is 30 days. With
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BigFix Version 10.0.8 and later, the minimum number of days is set to 7 for the native
computers, and the time interval is expressed in hours for the proxied devices. The
minimum allowed value in hours is 24.

« Uploaded files by selecting Remove Deleted Uploads. The uploaded files are those
ones marked as deleted. This option does not apply for non-native agents.

« Uploaded files related to deleted computers by selecting Erase uploaded files for
Removed Computers. The uploaded files are those ones of clients whose definition
has been removed from the database. This option does not apply for non-native
agents.

« Specific computers by selecting Specify a text file with Computer names to be
deleted and entering the name of a text file containing a list of computer names
separated by new lines. This option applies only to native agents, and is not available

if you schedule the computer deletion operation.

Note: When removing computer names by using a text file, you can use
the "%" character as a wildcard in the text file, and the tool will remove all
computer names starting with the text string that you specified before the "%"

character.

To automate the process of removing computers from the BigFix Console and deleting
the data from the database, you can schedule the process by clicking Schedule in the BES

Conput er Rerover section of the BigFix Administration Tool.

The following window is displayed:
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BES Computer Remover

[ Schedule Name ‘ nativeSchedule b ‘ ] Delete

[ Agent Type [ Native g ]

[IMark Duplicate Computers as deleted.

Specify the property to find duplicated computers: Computer Name

[[]Mark Expired Computers as deleted.

Specify the number of days: 30

[[]Remove data from the database for Deleted Computers,
Specify the number of days: 90

[l Remove Deleted Computers.

Specify the number of days: 365

pid—pmrathi_r )
[[] Remove Deleted Uploads.
[[] Erase uploaded files for Removed Computers.

Specify the batch size: 0On0a

Specify the timeout: minute(s) 0

Start at: 11/29/HiER D~ 319:00PM |2

Repeat every:

(®) Mo Repeat

() Every 24 hour(s)
QK Cancel

Note that the fields highlighted with the red squares are only available with BigFix Version

10.0.8 and later. Additionally, in such versions, the time frames - emphasized by a red line
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in the picture - are expressed in days for the native agent types, and in hours for the proxied

agent types.

You can specify the date and time to start the computer deletion and also a period of time

to make this deletion operation recursive.

In Specify the timeout, you can also specify a timeout value in minutes by which the

scheduled process must complete.

Using this window, you can:

« Specify the agent type as needed (only BigFix Version 10.0.8 and later).

- Save a new schedule task, which is saved into the BigFix Database. With BigFix
version 10.0.8 and later, multiple tasks can be saved, provided that a unique Schedule
Name is specified. BigFix versions from 10.0.1 to 10.0.7 allow only one saved task.

» Modify the saved schedule task as needed. With BigFix version 10.0.8 and later, a

Delete button is provided to remove the saved schedules from the database.

Audit Trail Cleaner

Use this tool to clear historical data, used as audit trail, from the bfenterprise database. The
audit trail contains deleted and previous versions of Fixlets, tasks, baselines, properties,

mail boxes, actions, and analyses.

The audit trail is not used by BigFix and can be deleted to reduce the database size. Before
running this tool and removing the audit trail from the product database, create a historic
archive of the current database and save it to a secure location to preserve the audit trail
history.

Click Run Now inthe BES Audit trail C eaner section to clear data:
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) BigFix Administration Tool

BES Computer Remover

’ Run Now...

’ Schedule...

Masthead Management System Options Advanced Options Replication Encryption Security Clean Up

Click here to run the Computer Remover manually.

Click here to schedule the Computer Remover.

BES Audit Trail Cleaner

" Run Now...

’v Schedule...

Click here to run the Audit Trail Cleaner manually.

Click here to schedule the Audit Trail Cleaner.

BES Property ID Mapper

‘ Run Now...

‘v Schedule...

Click here to run the Property ID Mapper manually.

Click here to schedule the Property ID Mapper.

OK | | Cancel ' Apply

The following window is displayed:




Installation Guide | 11 - BigFix Administration Tool | 289

[ JRemove older versions of custom authored content.

[ ] Remove older versions of actions.

[ ] Remove older versions of Relay.dat.

[ | Remove deleted certificates.
[ | Remove deleted custom authored content.

[ | Remove deleted actions.

[ | Remove orphaned sub-actions.

[ | Remove hidden manual computer group actions.

Specify the number of days: 180

[ | Removes deleted mailbox files.

[ ] Removes deleted audit log files.

[ Synchronize BES Conscles.

Rernove data clder than days

Specify the batch size:

The tool can count and delete the following sets of data:
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- Remove older versions of custom authored content - Every edit to Fixlets, tasks,
baselines, and analyses creates a new version; the earlier versions can be deleted.

» Remove older versions of actions - Any time you stop or start an action a new version
is created; the earlier versions can be deleted.

* Remove older versions of Relay.dat - Any time you install or uninstall a new relay a
new version is created; the earlier versions can be deleted.

» Remove deleted certificates - The old certificates that were deleted.

» Remove deleted custom authored content - When you delete a Fixlet, task, baseline,
or analysis using the console, the data is marked as deleted in the database
and preserved. The deleted content, including all the earlier versions, and the
corresponding client reports can be deleted.

» Remove deleted actions - When you delete an action using the console, the data is
marked as deleted in the database and preserved. The deleted actions, including all
the earlier versions, and the corresponding client reports can be deleted.

» Remove orphaned sub-actions - The orphaned sub-actions from multiple action
groups that were deleted.

* Remove useless action results - Earlier versions of BigFix V7.2.4.6 might cause
clients to report ActionResults which were not used in any way but would use up
space in the database. These useless ActionResults can be deleted.

« Remove hidden manual computer group actions - Manual Computer Groups create
hidden actions that add and remove computers to and from groups and the actions
can build up over time. This option deletes actions after an expiration period (default
180 days) from when they were created.

» Remove deleted mailbox files - Deleted Mailbox Files are stored in a table in the
database and can be removed.

« Remove deleted audit log files - Remove deleted server_audit.log files to prevent the
server running out of disk space.

« Synchronize BES Consoles - The BigFix Console maintains a local cache of the
database that will become unsynchronized when data is removed with this tool. To
prevent this from happening, the tool sets a flag in the database to force all BigFix

Consoles to re-load the cache when they next start up.
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In the Remove data older than days you can specify to remove data earlier than a specified

date. The default value is 99 days.

Deleting large sets of data causes the SQL transaction log to quickly increase in size, the log
will temporarily be larger than the data being removed until the database is shrunk. You can

also specify batched deletions to remove results in sets.

To automate the process of removing all this data from the the database you can
schedule the process by clicking Schedule in the BES Audit trail d eaner of the BigFix

Administration Tool.

The following window is displayed:
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Audit Cleaner

[ ] Remove older versions of custom authored content.
[]Remove older versions of actions.

[[]Remove older versions of Relay.dat.

[[]Remove deleted certificates.

[[]Remove deleted custom authored content.
[] Remove deleted actions.

[C] Remove orphaned sub-actions.

[] Remove hidden manual computer group actions.

Specify the number of days: 180

[[] Removes deleted mailbox files.

[[]Removes deleted audit log files.

[[] Synchronize BES Consoles.

Remove data older than days: 180

Specify the batch size: 100000

Specify the timeout: 0 minute(s)

Start at: 28/11/2022 B~ 11:54:00 =

Repeat every:
(O No Repeat

(® Every 24 hour(s) OK Cancel

You can specify the date to start the data deletion and also a period of time to make this

deletion operation recursive.
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In Specify the timeout, you can also specify a timeout value in minutes by which the

scheduled process must complete.

Property ID Mapper

After updating a property you must run the Property ID Mapper tool to update the
Proper t yl Dvap table of the BFEnterprise database with the corresponding changes.

This table maps retrieved property names to the SitelD, AnalysisID, PropertyID used to
reference properties in the QUESTIONRESULTS and LONGQUESTIONRESULTS tables.

The tool creates the PropertyIDMap table if it does not exist.

After creating or deleting a property, click Run Now in the BES Property | D Mapper section:

) BigFix Administration Tool X

Masthead Management System Options Advanced Options Replication Encryption Security CleanUp

BES Computer Remover

Run Now... Click here to run the Computer Remover manually.

Schedule... Click here to schedule the Computer Remover.

BES Audit Trail Cleaner
Run Now... Click here to run the Audit Trail Cleaner manually.

Schedile Click here to schedule the Audit Trail Cleaner.

BES Property ID Mapper

Run Now... Click here to run the Property ID Mapper manually.

Schedule... Click here to schedule the Property ID Mapper.

oK Cancel Apply

The following window is displayed to create, update, or remove the PropertylDMap table:
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(®) Create / Update the PropertylDMap table.

() Remove the PropetylDMap table.

To automate the process of creating or updating the PropertylDMap table, you can schedule
the process by clicking Schedule in the BES Property | D Mapper section of the BigFix
Administration Tool.

[ | Create / Update the PropertylDMap table.

Start at: 24,/03,/2020

Repeat:

() No Repeat

(®) Every hour(s)
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BESAdmin Windows Command Line

The installation automatically downloads the BigFix Administration Tool program
BESAdni n. exe, in the %PROGRAM FI LES% Bi gFi x Enter pri se\ BES Server directory.

You can run the script BESAdni n. exe to perform additional operations. To run this script

from the command prompt, use the following command:

.\ BESAdmi n. exe /service { argunents}

where service can be one of the following:

audi ttrail cl eaner

checksql serverparal l eli sm
convertt ol dapoperators
creat ewebui credenti al s
findi nval i dacti ons

fi ndi nval i dsi gnat ures

m ni munBupport edd i ent

m ni munrSupport edRel ay
propagat eAl | OperatorSites
propertyi dmapper
renoveconput er s
reportencryption

r eset Dat abaseEpoch

resi gnsecuritydata
revokewebui credenti al s

r ot at eserver si gni ngkey
securitysettings

set pr oxy

setsql serverparal l el i sm

updat epassword
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Note: The notation <pat h+l i cense. pvk> used in the command syntax that is

displayed across this topic stands forpath_to_license file/license. pvk.

Each service has the following ar gunent s :
audittrailcleaner

You can run this service to remove historical data from the bfenterprise
database that is stored to serve as an audit trail. This audit trail slowly
increases in size over the lifetime of a BigFix deployment. The audit trail
contains deleted and earlier versions of Fixlets, tasks, baselines, properties,
mailbox files, actions, and analyses. The audit trail is not used by BigFix in any
way and can be deleted to reduce the database size. BigFix recommends that
you create a historic archive of the current database and save it to a secure
location before you run this tool to preserve the audit trail, thus removing it

from the product database, but not completely deleting the history.

The service can count and delete the following sets of data:

» Older Versions of Custom Authored Content (/ ol dcont ent ): Every edit
to Fixlets, Tasks, Baselines, and Analyses creates a new version, the
earlier versions can be deleted.

« Older Versions of Actions (/ ol dact i ons): Any time that you stop or start
an Action, a new version is created; the earlier versions can be deleted.

« Older Versions of relay.dat (/ ol dr el aydat fi | e): Any time that you
install or uninstall a new relay, a new version is created; the earlier
versions can be deleted.

« Deleted Custom Authored Content (all versions) (/ del et edcont ent ):
When you delete a Fixlet, Task, Baseline, and Analysis using the
console, the data is marked as deleted in the database and preserved.
The deleted content, including all of the earlier versions, and the
corresponding client reports can be deleted.

» Deleted Actions(all versions) (/ del et edact i ons): When you delete an

action using the console, the data is marked as deleted in the database
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and preserved. The deleted actions, including all of the earlier versions,
and the corresponding client reports can be deleted.

« Useless Action Results (/ usel essact i onresul t s): Earlier versions of
BigFix might cause clients to report ActionResults that were not used
in any way but would use up space in the database. These useless
ActionResults can be deleted.

« Orphaned sub-actions (/ or phanedsubact i ons): From multiple action
groups that were deleted.

+ Hidden Manual Computer Group Actions (/ hi ddenact i ons): Manual
Computer Groups create hidden actions that add and remove computers
to and from groups and the actions can build up over time. This option
deletes actions after an expiration period (default 180 days) from when
they were created.

« Older Version of Mailbox Files (/ del et edmai | box): Deleted Mailbox
Files are stored in a table in the database and can be removed.

» Synchronizing BES Consoles (/ syncconsol es): The BigFix Console
maintains a local cache of the database that becomes not synchronized
when data is removed with this tool. To avoid such inconsistencies, the
tool sets a flag in the database to force all BigFix Consoles to reload the
cache when the Console is started up.

« Removing data older than (/ ol der t han): Removes data earlier than a
specified date.

- Batched deletion (/ bat chsi ze): Deleting large sets of data causes
the SQL transaction log to quickly increase in size, the log temporarily
becomes larger than the data being removed until the database is

shrunk. Batched deletion removes results in sets.

The syntax of this service changes depending on the action you specify:

.\ BESAdmi n. exe /audittrailcl eaner { /displaysettings | /run [de

ete_data options] |
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/ schedul e [del ete_data_options] [scheduling options] |
/preview [ del et e_dat a_opti ons]

[ previ ew options] }

.\ BESAdmi n. exe /audittrailcl eaner /displaysettings

.\ BESAdmi n. exe /audittrailcleaner /run [ /oldcontent ] [ /ol dact
ions |

[ /oldrelaydatfile ] [ /del etedcontent ] [ /del etedact
ions ] [ /hideU ]

[ /uselessactionresults ] [ /orphanedsubactions ] [ /h
i ddenact i ons=<days> |

[ /del etednmail box ] [ /syncconsoles | [ /ol derthan=<da

ys> ] [ /batchsize=<size> ]

.\ BESAdmi n. exe /audittrailcl eaner /sitePvkLocati on=<pat h+license
. pvk>
[ /sitePvkPassword=<password> ] /schedul e
[ [ /oldcontent ] [ /oldactions ]
[ /oldrelaydatfile ] [ /del etedcontent ] [ /del etedactions
] [ /uselessactionresults ]
[ /orphanedsubactions ] [ /hiddenactions=<days> ] [ /delet
edmai | box ] [ /syncconsol es ]
[ /ol derthan=<days> ] [ /batchsize=<size>] [ /cleanstartt
i me=<yyyymudd: hhme

[ /cleanperiodicinterval =<hours> ] ] | /disable ]

.\ BESAdmi n.exe /audittrailcleaner /preview ][ [ /oldcontent ] [ /
ol dactions ] |
/oldrelaydatfile ] [ /del etedcontent ] [ /del etedactions ]

[ /uselessactionresults | [
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/ or phanedsubactions ] [ /hiddenacti ons=<days> ] [ /del eted
mai | box ] [ /ol dert han=<days> ]

| [ /scheduled ] ]

where:

- di spl ayset ti ngs shows the settings that are previously set with the
schedul e action.

« run runs the tool with the specified settings. Before you use this option,
check the settings that affect the database by using the pr evi ewaction.
Use option / hi deUl to avoid pop-up windows notifying action results.

« schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the di sabl e
option.

* pr evi ewshows the number of database rows affected by the specified
settings. If no setting is passed to the preview option, the preview
performs the count by setting all options to true and using the default
values for dates. Use the schedul ed option to preview the scheduled

settings.

For more information about the cleanup tasks log files, see Logging Cleanup
Tasks Activities (on page 350).

checksqlserverparallelism

You can use this service to check for common SQL Server configuration
issues in your database instance with regard to the effective use of
multiple CPU cores. Some of these issues can be fixed by simply changing
configuration parameters, others may require more advanced configuration
changes to be fully solved. When executed without additional options,

this service only checks if the MaxDoP and CTFP settings are set to the
recommended values on the given environment.

The syntax to run this service is:
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.\ BESAdmi n. exe /checksql serverparallelism][/extraChecks] [/extra
I nf o]

[/ctfpTol erance=<0.0 .. 1.0>]

You can specify the following optional parameters:

« | ext r aChecks performs additional checks, to detect additional issues,
such as "under-utilization of licensed cores" and "uneven distribution of
used cores".

« / extral nf o is an optional flag to show more information, such as the
number of used cores per NUMA node and the number of hardware
NUMA nodes.

«/ctfpTol erance=<0.0 .. 1.0> specifies a tolerance margin for the
CTFP setting; if not specified, it defaults to 0.1, i.e. a CTFP within 10% of

the generally recommended value is considered acceptable.
To run this command, you must have these permissions on the database:

* The vi ew server st ate permission is required.

« In addition, when using the / ext r al nf o option, it is also required
that 'master' is mapped among the databases that can be managed
(User Mapping) and has the execut e per ni ssi on to run the

sys. xp_r eaderror| og procedure.

converttoldapoperators

You can convert local operators to LDAP operators, so that they can log in
with their LDAP credentials. Optionally you can use the nappi ngFi | e argument
to specify a file, the mapping file, where each line has the name of the user

to convert, followed by a tab, followed by the name of the user in LDAP/AD.
Specify the name using the same format that the user will use to log into the
console, domain\user, user@domain, or user. If you do not specify a mapping
file, all users are converted assuming their name in LDAP/AD is the same as

their local user name.
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The syntax to run this service is:

.\ BESAdmi n. exe /convert ToLDAPOperators [/ mappi ngFil e: <fil e>]

createwebuicredentials

Use this service to generate the certificates used as WebUI credentials. Use

the following syntax to run the command:

.\ BESAdmi n. exe /creat ewebui credential s

/ sit ePvkLocat i on: <pat h+l i cense. pvk>

/ si t ePvkPasswor d: <pwd> /webUl Cert Di r: <pat h>
/ webUl Host name: <WbUl Host naneOr | P>

This service generates a folder named cert_WebUIHostnameOrIP in the path
specified by the webUICertDir option.
webUICertDir

Specifies the path to the parent folder of the new folder

containing the certificates. This folder must exist.

webUIHostname

Specifies the hostname or IP address of the computer that will
host your WebUI.

Note: If you need to generate WebUI credentials certificates, but you
have no WebUI in your deployment, then set:

webUICertDir

To the BigFix server folder. For example, Bi gFi x
Ent er pri se\ BES Server.

webUIHostname

To the BigFix server IP address or hostname.

findinvalidactions
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You can check for invalid actions in the database by specifying the following

parameter:
« (Optional) -deletelnvalidActions: Deletes invalid actions.

The syntax to run this service is:

.\ BESAdmi n. exe /findinvalidactions [ /deletelnvalidActions ]
/ sitePvkLocati on=<pat h+l i cense. pvk> [ /sitePvkPassword=<pwd> ]
findinvalidsignatures

You can check the signatures of the objects in the database by specifying the

following parameters:
-resigninvalidSignatures (optional)
Attempts to resign any invalid signatures that BESAdni n finds.
-deletelnvalidlySignedContent (optional)
Deletes contents with invalid signatures.

For more information about invalid signatures, see Resolving invalidly signed
content problems in the console.

The syntax to run this service is:

.\ BESAdmi n. exe /findi nval i dsi gnat ures

[ /resignlnvalidSignatures | /deletelnvalidlySi gnedContent ]

minimumSupportedClient

This service defines the minimum version of the BigFix Agents that are used in

your BigFix environment.

Note: Based on this setting, the BigFix components can decide when
it is safe to assume the existence of newer functions across all the

component in the deployment. Individual agent interactions might be


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023621
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023621
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rejected if the interaction does not comply with the limitations that are
imposed by this setting.

The currently allowed values are:

« 0.0 that means that no activity issued by BigFix Agents with versions
earlier than V9.0, such as archive files and reports uploads, are
prevented from running or limited. This behavior applies also if the
m ni munSuppor t edC i ent service is not set.

* 9.0 that means that:

> Unsigned reports, such as the reports sent by BigFix Clients earlier
than V9.0, are discarded by FillDB.

> The upload of an unsigned archive file that is generated on a
BigFix Client earlier than V9.0, by an archive now command for

example, fails.

If you ran a fresh installation of BigFix V9.5.6 or later using a BES
Authorization file, by default all the BigFix Clients earlier than
V9.0 are prevented from joining your environment because the

m ni nunBuppor t edd i ent service is automatically set to 9.0.

The value assigned to this service, if set, remains unchanged:

« If you upgraded to V9.5.6 or later.

« If you installed BigFix V9.5.6 or later using an existing masthead.

In both cases, if the service did not exist before, it will not exist afterward as
well.

The current value <VALUE> assigned in your environment to the

mi ni munBuppor t edd i ent service is displayed in the line x- bes- mi ni mum
supported-client-level: <VALUE> of the masthead file. You can see the
current value by running the following query on the BigFix Server, using the

Fixlet Debugger or the BigFix Query Application available on the BigFix WebUI:


https://developer.bigfix.com/tools/fixlet_debugger.html

Installation Guide | 11 - BigFix Administration Tool | 304

Q following text of last ": " of line whose (it starts with

"x-bes-ni ni mum supported-client-level:" ) of masthead of site

actionsite"

The syntax to run this service is:

.\ BESAdmi n. exe [/sitePvkFil e=<pat h+l i cense. pvk>] [/sitePassword=
<passwor d>]

/ m ni munSupport edCl i ent =<ver si on>. <r el ease>

If you omit [/ si t ePvkFi | e=<pat h+l i cense. pvk>] [/
si t ePasswor d=<passwor d>] , you will be requested to enter the site key and

password in a pop-up window.

For example, if you want to state that Agents earlier than V9.0 are not

supported in your BigFix environment, you can run the following command:

.\ BESAdmi n. exe / ni ni mrunSupportedd i ent=9.0

minimumSupportedRelay

You can use this service, added with BigFix V9.5.6, to enforce specific criteria
that affects the BigFix Agent registration requests. If this service is enabled,
V9.5.6 Agents can continue to register to the V9.5.6 BigFix environment if their
registration requests are signed and sent across the Relays hierarchy using
the HTTPS protocol.

Note: Based on this service, the BigFix components can decide when
it is safe to enable newer functions across all the component in the
deployment. Individual agent interactions might be rejected if they do

not comply with the limitations that are imposed by this setting.

The currently allowed values are:
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« 0.0.0 that means that the BigFix Server accepts and manages:
> Signed and unsigned registration requests coming from BigFix
Agents.
o Registration requests delivered from BigFix Agents that use the
HTTP or the HTTPS protocols.
This behavior applies by default when you upgrade from
previous versions to BigFix V9.5.6 or later. In this case, the
m ni munBuppor t edRel ay service is not added automatically to your
configuration during the upgrade. Consider that this value is not
displayed when you run the query to see the current value that is
assigned in your environment to the mi ni nunSuppor t edRel ay service.
* 9.5.6 or later, which means that:
> The BigFix Server enforces that registration requests coming from
BigFix Agents V9.5.6 or later must be properly signed.
> The BigFix Server and the Relays V9.5.6 or later enforce the use
of the HTTPS protocol when exchanging BigFix Agent registration
data.
These are side effects of enforcing this behavior:
> BigFix Agents earlier than V9.0 cannot send registration requests
to the BigFix Server because they cannot communicate using the
HTTPS protocol.
> Because BigFix Relays with versions earlier than V9.5.6 cannot
handle correctly signed registration requests, any BigFix Client
that uses those Relays might be prevented from continuing to
register, or might fall back to a different parent Relay or directly to

the Server.

If you ran a fresh installation of BigFix V9.5.6 or later using a License
Authorization file, be aware that the side effects that are listed apply to
your BigFix deployment because, in this particular installation scenario, the

m ni nunBuppor t edRel ay service is automatically set to 9.5.6 by default.
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The current value <VALUE> assigned in your environment to the

m ni munBuppor t edRel ay service is displayed in the line x- bes- mi ni mum
supported-rel ay-| evel : <VALUE> of the masthead file. You can see the
current value by running the following query on the BigFix Server, using the
Fixlet Debugger or the BigFix Query Application available on the BigFix WebUI:

Q following text of last ": " of line whose (it starts with
"x-bes-ni ni mum supported-rel ay-level:" ) of nmasthead of site "ac
tionsite"

This query displays a value only when <VALUE> is set to 9.5.6; if it is set to
0.0.0, it does not display a value.

The syntax to run this service is:

.\ BESAdmi n. exe [/sitePvkFil e=<pat h+l i cense. pvk>] [/sitePvkPasswo
r d=<passwor d>]

/ m ni munSupport edRel ay=<ver si on>. <r el ease>. <nodi fi cati on>

If you omit [/ si t ePvkFi | e=<pat h+l i cense. pvk>] [/
si t ePwkPasswor d=<passwor d>] , you must to enter the site key and password

in a pop-up window.

For example, if you want that only the registration requests that are signed and
carried through HTTPS are managed by your BigFix Server, you can run the

following command:
.\ BESAdmi n. exe / ni ni munSupport edRel ay=9. 5. 6

propagateAllOperatorSites

This service forces the server to propagate a new version of every operator
site. This command is useful after a server migration because you can be sure
that data are available for clients to gather and it prevents from failures. This

is the command syntax:

.\ BESAdmi n. exe / propagat eAl | OperatorSites

propertyidmapper


https://developer.bigfix.com/tools/fixlet_debugger.html
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This service creates, updates, and deletes a table (PropertylDMap) in the
BFEnterprise database that maps retrieved property names for the SitelD,
AnalysislID, PropertyID used to reference properties in the QUESTIONRESULTS
and LONGQUESTIONRESULTS tables. It creates the PropertyIDMap table if it
does not exist (requires table creation permissions). This service must be run
after creating or deleting a property to update the PropertylDMap table with

changes.

The general syntax of this service is the following:

.\ BESAdmi n. exe /propertyi dmapper { /displaysettings | /run [pro
perty i dmapper _opti ons]
| /schedule [property_idmapper_options] [scheduling opti

ons] }

The syntax of this service changes depending on the action you specify:

.\ BESAdmi n. exe /propertyi dnmapper /displaysettings

.\ BESAdmi n. exe /propertyidmapper /run [ /createtable ] [ /renove
tabl e ]

[ /1 ookupproperty=<propertyname> ] [ /hideU ]

.\ BESAdmi n. exe /propertyi dmapper /schedule [ /createtable /start
ti me=<yyyynmmdd: hhnm

[ /interval =<hours> ] | /disable ]

where:

- di spl ayset ti ngs shows the settings that are previously set with the
schedul e action.

« run runs the tool with the specified settings. Use option / hi deUl to
avoid pop-up windows notifying action results.

« schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the di sabl e

option.
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For more information about the cleanup tasks log files, see Logging Cleanup

Tasks Activities (on page 350).
removecomputers

The service runs database operations for the following sets of data:

« Expired Computers (/ del et eExpi r edConput er s) Marks computers as
deleted if they have not reported in recently.

« Deleted Computers (/ pur geDel et edConput er s): Physically deletes
the computer related data from the database for computers that are
already marked as deleted and have not reported in for a long time. It
deletes the data related to an agent (such as the action results or the
properties, and so on), not the agent itself that remains logically deleted
(IsDeleted = 1) on the database. Therefore, as a consequence, if the
same agent becomes active again, it is recognized and will reuse its
previous computer ID.

« Duplicate Computers (/ del et eDupl i cat edConput er s): Marks older
computers as deleted if a computer exists with the same computer
name.

» Removal of deleted Computers (/ r enoveDel et edConput er s): Physically
deletes the computer information from the database for computers
that are marked as deleted (IsDeleted = 1) since at least the indicated
number of days (minimum 7) or the indicated number of hours
(minimum 24). It deletes the information of the agent itself ( such as the
computer ID, and so on). Therefore, as a consequence, if the same agent
becomes active again, a totally new computer ID will be assigned to the
agent.

« Removal of uploaded Files (/ r enoveDel et edUpl oads): Physically
removes from the database the definition of uploaded files that are
marked as deleted. It does not apply to non-native agents.

« Removal of uploaded files of removed computers (/
er aseUpl oadFi | esFor RenovedConput er s): Physically removes from the

BigFix server file system all files uploaded by clients whose definition
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has been removed from the database. It does not apply to non-native
agents.

« Removal of Computers by name (/ r enoveConput er sFi | e): Accepts a
text file with a list of computer names that are separated by new lines

and removes them from the deployment.

The general syntax of this service is:

.\ BESAdmi n. exe /renoveconputers { /displaySettings [display_set
tings_options] | /run [renpbve_conputers_options]

| /schedul e [renmpbve_conputers_options] [scheduling option
s]

| /preview [renove_conputers_options] [preview options] }

Depending on the action, you specify, the syntax changes as follows:

.\ BESAdmi n. exe /renoveconputers /displaySettings [ /name=<TaskNa

me> |

.\ BESAdmi n. exe /renoveconputers /run [ /del et eExpi redConput er s=<
days> ]
[ /renoveDel et edConput er s=<days> ] [ /renoveDel et edUpl oads ]
[ /eraseUpl oadFi | esFor RenovedConput ers |
[ /purgeDel et edConput er s=<days> |
[ /del et eDupli catedConputers [ /duplicatedPropertyName=<Prop

ertyNanme> | ]
[ /renoveConput ersFil e=<path> ] [ /batchSi ze=<batch size> ]

[ /hideU ]
.\ BESAdmi n. exe /renoveconputers /schedule [ [ /name=<TaskNane> ]

[ /agent Type=<Agent Type> ] [ /del et eExpi redConput er s=<days> ] |
/ pur geDel et edConput er s=<days> |
[ /renoveDel et edConput er s=<days> ] [ /renoveDel etedUploads | [ /

er aseUpl oadFi | esFor RenovedConput er s |
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[ /del eteDuplicatedConputers [ /duplicatedPropertyNane=<Property
Name> ] ] [ /batchSi ze=<batch size> ]
[ /renoveStart Ti mne=<YYYYMVDD: HHMM> [ /renovePeri odi cl nt er val =<Ho
urs>1]1 ] | [ /disable -nane=<TaskNanme> ] | [ /del ete -name=<Task
Name> ] | [ /list ] |
[ /update [ /nane=<TaskNane> ]

[ /del et eExpi redConput er s=<days> ] [ /purgeDel et edConput er s=<da
ys> ]
[ /renoveDel et edConput er s=<days> ] [ /renoveDel etedUploads | [ /
er aseUpl oadFi | esFor RenmovedConput er s |
[ /del eteDuplicatedConputers [ /duplicatedPropertyNane=<Property
Name> ] ] [ /batchSi ze=<batch size> ]
[ /renmoveStart Ti me=<YYYYMVDD: HHMV> [ /renovePeri odi cl nt erval =<Ho

urs>1 1 ] ]

.\ BESAdmi n. exe /renoveconputers /preview [ [ /del et eExpiredConpu
t er s=<days> |
[ /renoveDel et edConput er s=<days> ] [ /renpoveDel et edUpl oads ]
[ /eraseUpl oadFi | esFor RenmovedConput ers |

[ /purgeDel et edConput er s=<days> ][ /del et eDupl i cat edConput er

[ /duplicatedPropertyNane=<PropertyNane> | ] |

[ /scheduled ] [ /nane=<TaskName> ] ]

where:

- di spl aySet ti ngs shows the settings that are previously set with the
schedul e action.

« run runs the tool with the specified settings. Before you use this option,
check the settings that affect the database by using the pr evi ewaction.
Use option / hi deUl to avoid pop-up windows that notify the action

results.
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* schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the di sabl e
option.

« pr evi ew shows the number of database rows that are affected by the
specified settings. If no setting is passed to the preview option, the
preview performs the count by setting all options to true and using

the default values for dates. Use the schedul ed option to preview the
scheduled settings.

Note: When using option / r emoveDel et edConput er s, the number of

days must be not less than 7 or the number of hours must be not less
than 24.

For information about the cleanup tasks log files, see Logging Cleanup Tasks
Activities (on page 350).

reportencryption

You can generate, rotate, enable, and disable encryption for report messaging
by running:

.\ BESAdmi n. exe /reportencryption { /status |
/ gener at ekey [/ privat eKeySi ze=<m n| max>]
[/ depl oynow=yes | /depl oynow=no /out keypat h=<pat h
>]
/ si tePvkLocat i on=<pat h+l i cense. pvk> [/ si t ePvkPass
wor d=<passwor d>] |
/rotatekey [/privateKeySi ze=<m n| max> |
[/ depl oynow=yes
| /depl oynow=no /out keypat h=<pat h> ]
/ sitePvkLocati on=<pat h+l i cense. pvk> [/ sit ePvkPasswo

r d=<passwor d>] |

/ enabl ekey /sitePvkLocati on=<pat h+l i cense. pvk> [/sit ePvkPasswo

rd=<passwor d>] |
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/ di sabl e /sitePvkLocati on=<pat h+l i cense. pvk> [/sitePvkPassword
=<password>] }
where:
status

Shows the status of the encryption and which arguments you

can use for that status.
generatekey

Allows you to generate a new encryption key.
rotatekey

Allows you to change the encryption key.
enablekey

Allows you to enable the encryption key.
disable

Allows you to put the encryption key in PENDING state. If you
run again the r epor t encrypt i on command with the di sabl e
argument, the encryption changes from PENDING state to
DISABLED.

deploynow=yes
Deploys the report encryption key to the server for decryption.
deploynow=no -outkeypath=<path>

The encryption key is not deployed to the server but it is saved in

the out keypat h path.

For more information about this command and its behavior, see Managing

Client Encryption.
resetDatabaseEpoch

To clear all console cache information in BigFix Enterprise Service. After you

run this command:
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.\ BESAdmi n. exe /reset Dat abaseEpoch

subsequent console logins reload their cache files.
resignsecuritydata

You must resign all of the users content in the database by entering the
following command:

.\ BESAdmi n. exe /resi gnSecurityData

if you get one of the following errors:

cl ass Si gnedDat aVerificationFailure
HTTP Error 18: An unknown error occurred while transferring data

fromthe server

when trying to login to the BigFix console. This command resigns security
data by using the existing key file. You can also specify the following
parameter:

/ mast headLocat i on=<pat h+/ acti onsi te. af xn»

The complete syntax to run this service is:

.\ BESAdmi n. exe /resignsecuritydata /sitePvkLocati on=<path+licens
e. pvk>
[ /sitePvkPasswor d=<password> ] /nast headLocati on=<pat h+/ acti ons

ite. af xnp

revokewebuicredentials

You can revoke the authentication certificate of a specified WebUI instance.

The syntax to run this service is:

.\ BESAdni n. exe /revokewebui credenti al s /host nane=<host> /sitePvk

Locat i on=<pat h+l i cense. pvk> /si t ePvkPasswor d=<pvk_passwor d>
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If an authentication certificate is issued for the specified host nane, this
certificate is revoked and the WebUI instance running on that host name can no

longer connect to the root server.

After revoking the credentials for a WebUI host, it will no longer connect to
the root server. You can either remove the WebUI installation, or generate new

credentials for that host, and replace the old certificate files on that host.
rotateserversigningkey

You can rotate the server private key to have the key in the file system match
the key in the database. The command creates a new server signing key,
resigns all existing content using the new key, and revokes the old key.

The syntax to run this service is:

.\ BESAdmi n. exe /rot at eserversi gni ngkey /sitePvkLocati on=<pat h+l
cense. pvk>

[ /sitePvkPasswor d=<passwor d> ]

securitysettings { /hideFromFieldFromMasthead | /showFromFieldFromMasthead }

You can specify if you want to show or hide the value displayed by the
From field in the masthead which contains the email address of the license
assignee. During a fresh installation the value is hidden and the option
"hideFromFieldFromMasthead" is set to 1. During an upgrade the value
remains unchanged.

The syntax to run this service is:

.\ BESAdmi n. exe /securitysettings
{ /hi deFronFi el dFr omVast head | /showFronti el dFr onmvast head }
[/sitePvkLocati on=<pat h+l i cense. pvk>] [/sitePvkPassword=<pvk pas

swor d>]

Note: You can modify the "hideFromFieldFromMasthead" option
from the BESAdmin command line only. Doing it from the BESAdmin

interface is not supported because the masthead will not be
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regenerated when modifying the settings from the advanced settings

panel of the interface.

securitysettings { /testTLSCipherList | /setTLSCipherList | /listTLSCiphers | /
removeTLSCipherList }

To test if a TLS cipher list is compatible with the BigFix components, run the

following command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.
pvk> /sit ePvkPasswor d=<passwor d>

/ t est TLSGi pher Li st =<ci pher _1>: <ci pher _2>: . .: <ci pher _n>

After identifying a suitable TLS cipher list, you can set it by running the

following command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<pat h+license.
pvk> /sit ePvkPasswor d=<passwor d>

/ set TLSCi pher Li st =<ci pher _1>: <ci pher _2>: . .: <ci pher _n>

To list all the TLS ciphers that are currently enabled, run the following

command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.
pvk> /sitePvkPasswor d=<passwor d>

/1istTLSG phers

To remove a TLS cipher list from the deployment masthead and return to the

default cipher list, run the following command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.
pvk> /sitePvkPasswor d=<passwor d>

/ renoveTLSC pher Li st

securitysettings { /enableLocalOperators / disableLocalOperators }
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You can specify if you want to enable or disable the login to the BigFix
environment (BigFix Console, Web Reports, Rest APl and Web Ul) of the local
operators. The enabled/disabled choice will be stored in the BFEnterprise
database. After disabling the login of the local operators, access will be
granted only to LDAP users.

The syntax to run this service is:

.\ BESAdmi n. exe /securitysettings
{ /enabl eLocal Operators | /disabl eLocal Operators }
[/sitePvkLocati on=<pat h+l i cense. pvk>] [/sitePvkPassword=<pvk_ pas

swor d>]

Note: The local operators are enabled by default.

Note: When trying to disable the local operators, if the "REST API
credentials for BES Server Plugin Service" are set and if the configured
user is a local operator, an error message is displayed and the option

is not set.

Note: When trying to disable the local operators, if the "SOAP API
credentials for BES Server Plugin Service" are set, a non-blocking

warning message is displayed and the option is set.

setproxy

If your enterprise uses a proxy to access the Internet, you must set a proxy
connection to enable the BigFix server to gather content from sites and to do

component-to-component communication or to download files.

For information about how to run the command and about the values to use
for each argument, see Setting a proxy connection on the server (on page
426).

setsqlserverparallelism
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You can use this service to change a few SQL Server configuration parameters
on your database instance for a more effective use of multiple CPU cores. You
can pass "aut 0" as the parameter value to let BESAdmin calculate and set an
appropriate value for the parameter.

The syntax to run this service is:

.\ BESAdmi n. exe /setsql serverparallelism{ [ /maxdop={<integer>|"

auto"} ] [ /ctfp={<integer>|"auto"} ] }

You need to specify one or more of the following parameters:

* / maxdop={ <i nt eger >| "aut 0"} specifies the MaxDop value.

o/ ct f p={<i nteger>| "aut 0"} specifies the CTFP value.

The value set for MaxDoP and CTFP must be a natural number (an integer >=
0).

To run this command, you must have these permissions on the database:

either sysadni n or the ser ver admi n server role permissions are required.
updatepassword

You can modify the password that is used for authentication by product
components in specific configurations.

The syntax to run this service is:

.\ BESAdmi n. exe /updat epassword /type=<server_db|dsa_db>
[/ passwor d=<passwor d>] /sitePvkLocati on=<pat h+l i cense. pvk>
[/sitePvkPasswor d=<pvk_passwor d>]

where:

type=server_db

Specify this value to update the password that is used by the
server to authenticate with the database.

If you modify this value, the command restarts all the BigFix

server services.
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type=dsa_db

Specify this value to update the password that is used in a DSA

configuration by a server to authenticate with the database.

The settings / passwor d and / si t ePvkPasswor d are optional. If they are not
specified in the command syntax, their value is requested interactively at run

time. The password set by this command is obfuscated.

Working with TLS cipher lists

All network communications between the BigFix components and the internet are encrypted
by using the TLS protocol standard. Starting from Version 9.5.11, master operators can
control which TLS ciphers should be used for encryption. A master operator can set a
deployment-wide TLS cipher list in the masthead by using BESAdmin.

The TLS cipher list is a colon-delimited list of cipher suites or cipher families. To disable a

cipher suite or cipher family, precede the name with “".

The default TLS cipher list which is H GH: ! ADH: | AECDH: ! kDH: ! KECDH: ! PSK: ! SRP is used

when no TLS cipher list is present in the masthead.

Starting from Version 10 Patch 10 and later, the default TLS cipher list, used when no TLS
cipher list is present in the masthead, is H GH: | ADH: | AECDH: ! kDH: ! KECDH: ! kRSA: ! PSK: !
SRP: | SHAL

This defines the master set of TLS cipher suites from which you can select. Cipher

suites that are not in this master set are either insecure or incompatible with the BigFix
components. In addition, the TLS cipher list must include at least one cipher suite using RSA
key exchange for the BigFix HTTPS servers. The following BESAdmin commands help you
create the TLS cipher list:

testTLSCipherList

To test if a particular TLS cipher list is compatible with the BigFix components,

run the following command:
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.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+li cense.
pvk> /sitePvkPasswor d=<passwor d>

/test TLSCi pher Li st =<ci pher _1>: <ci pher _2>:..: <ci pher_n>

For example:

.\ BESAdmi n. exe /securitysettings /sitePvkLocation=C: \I|icenses\|
cense. pvk /sitePvkPasswor d=bi gfi x /test TLSC pherList="TLSv1. 2: 1A
DH: ! AECDH: ! kDH: ! KECDH: ! PSK: ! SRP: | NULL"

If the command runs successfully, BESAdmin provides a detailed list of all TLS
cipher suites that are enabled. If unsuccessful, BESAdmin provides a detailed

list of which cipher suites are insecure or incompatible.
setTLSCipherList

After identifying a suitable TLS cipher list, you can set it with the following

command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.
pvk> /sitePvkPasswor d=<passwor d>

/ set TLSCi pher Li st =<ci pher _1>: <ci pher _2>: . .: <ci pher _n>

For example:

.\ BESAdmi n. exe /securitysettings /sitePvkLocation=C: \I|icenses\|I
cense. pvk /sitePvkPasswor d=bi gfi x /set TLSCi pherList="TLSv1. 2: ! AD
H: ! AECDH: ! kDH: | KECDH: ! PSK: ! SRP: | NULL"

If the command is unsuccessful, BESAdmin provides a detailed list of which
cipher suites are insecure or incompatible. The ciphers on the list are arranged
in an order of preference. To modify the order by key length, add @STRENGTH.

Note: BESAdmin does not verify if the name of a particular cipher suite
or cipher family is available; it only checks the final set of TLS cipher

suites that is implied by the colon delimited list.
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listTLSCiphers

For a detailed list of all the TLS ciphers that are currently enabled, run the

following command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.

pvk> /sit ePvkPasswor d=<password> /| i st TLSC phers

For example:

.\ BESAdmi n. exe /securitysettings /sitePvkLocation=C: \Ilicenses\lIi
cense. pvk /sitePvkPassword=bi gfix /1istTLSC phers
removeTLSCipherList

To remove a TLS cipher list from the deployment masthead and return to the

default cipher list, run the following command:

.\ BESAdmi n. exe /securitysettings /sitePvkLocati on=<path+license.

pvk> /sit ePvkPasswor d=<passwor d> /renoveTLSC pherLi st

For example:

.\ BESAdmi n. exe /securitysettings /sitePvkLocation=C: \Ilicenses\lIi

cense. pvk /sitePvkPasswor d=bi gfi x /renoveTLSC pher Li st

The detailed ciphers that are available for a given cipher family depends on the version of
OpenSSL that is in use. At its core, the TLS cipher list is the OpenSSL cipher string. For more
details, see OpenSSL Cryptography and SSL/TLS Toolkit. Do not use this feature if you are
not familiar with the basics of TLS cryptography.

BESAdmin Linux Command Line

The BigFix Server installer places the script to run the BigFix Administration Tool,
BESAdni n. sh, in the / opt / BESSer ver / bi n directory.

With this tool you can edit the masthead file, check the signatures of the objects in the

database, enable and disable enhanced security, resign all of the users content in the


https://www.openssl.org/docs/man1.0.2/man1/ciphers.html

Installation Guide | 11 - BigFix Administration Tool | 321

database, rotate the server private key, configure the Console and Web Reports login, resign

the database content, and synchronize the masthead with the updated license.

Run this script, as super user from the command prompt, using the following syntax:

./ BESAdm n. sh -service {argunents}

where service can be one of the following:

audittrail cl eaner
changepri vat ekeypassword
creat ewebui credenti al s
edi t mast head
findi nval i dacti ons

fi ndi nval i dsi gnat ures
i mportlicense

m ni munsupport edcl i ent
m ni munsupport edr el ay
propagat eoperatorsites
propertyi dmapper
renoveconput er s

repair
reportencryption

r eset dat abaseepoch
resi gnsecuritydata
revokewebui credenti al s
r ot at eserver si gni ngkey
securitysettings

set advancedopti ons
set pr oxy

syncmast headandl i cense
t est proxyconnecti on

updat epassword
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Note: The notation <pat h+l i cense. pvk> used in the command syntax stands for

path_to_license file/license. pvk.

Each service has the following ar gunent s:
audittrailcleaner

You can run this service to remove historical data from the bfenterprise
database that is stored to serve as an audit trail. This audit trail slowly
increases in size over the lifetime of a BigFix deployment. The audit trail
contains deleted and earlier versions of Fixlets, tasks, baselines, properties,
mailbox files, actions, and analyses. The audit trail is not used by BigFix in any
way and can be deleted to reduce the database size. BigFix recommends that
you create a historic archive of the current database and save it to a secure
location before running this tool to preserve the audit trail, thus removing it

from the product database, but not completely deleting the history.

The service can count and delete the following sets of data:

» Older Versions of Custom Authored Content (- ol dcont ent ): Every edit
to Fixlets, Tasks, Baselines, and Analyses, creates a new version, the
earlier versions can be deleted.

« Older Versions of Actions (- ol dact i ons): Any time you stop or start an
Action, a new version is created; the earlier versions can be deleted.

« Older Versions of relay.dat (- ol dr el aydat fi | e): Any time you install or
uninstall a new relay, a new version is created; the earlier versions can
be deleted.

« Deleted Custom Authored Content (all versions) (- del et edcont ent ):
When you delete a Fixlet, Task, Baseline, and Analysis using the
console, the data is marked as deleted in the database and preserved.
The deleted content, including all of the earlier versions, and the
corresponding client reports can be deleted.

» Deleted Actions(all versions) (- del et edact i ons): When you delete an

action using the console, the data is marked as deleted in the database
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and preserved. The deleted actions, including all of the earlier versions,
and the corresponding client reports can be deleted.

« Useless Action Results (- usel essact i onresul t s): Earlier versions of
BigFix might cause clients to report ActionResults that were not used
in any way but would use up space in the database. These useless
ActionResults can be deleted.

« Orphaned sub-actions (- or phanedsubact i ons): From multiple action
groups that were deleted.

+ Hidden Manual Computer Group Actions (- hi ddenact i ons): Manual
Computer Groups create hidden actions that add and remove computers
to and from groups and the actions can build up over time. This option
deletes actions after an expiration period (default 180 days) from when
they were created.

« Older Version of Mailbox Files (- del et edmai | box): Deleted Mailbox
Files are stored in a table in the database and can be removed.

» Synchronizing BES Consoles (- syncconsol es): The BigFix Console
maintains a local cache of the database that becomes not synchronized
when data is removed with this tool. To prevent this situation from
happening, the tool sets a flag in the database to force all BigFix
Consoles to reload the cache when the Console is started up.

« Removing data older than (- ol der t han): Removes data earlier than a
specified date. The default value is 99 days.

- Batched deletion (- bat chsi ze): Deleting large sets of data causes
the SQL transaction log to quickly increase in size, the log becomes
temporarily larger than the data being removed until the database is

shrunk. Batched deletion removes results in sets.

The syntax of this service changes depending on the action you specify:

./ BESAdmi n.sh -audittrailcleaner { -displaysettings | -run [dele

te _data options] |
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-schedul e [del ete_data_options] [scheduling options] |
-previ ew [del ete_data_opti ons]

[ previ ew options] }

./ BESAdmi n.sh -audittrail cl eaner -displaysettings

./ BESAdmi n.sh -audittrailcleaner -run [ -oldcontent ] [ -ol dacti
ons |

[ -oldrelaydatfile ] [ -deletedcontent ] [ -del etedact
ions ]

[ -uselessactionresults ] [ -orphanedsubactions | [ -h
i ddenact i ons=<days> |

[ -del etedmail box ] [ -syncconsoles ] [ -ol derthan=<da

ys> ] [ -batchsize=<size> ]

./ BESAdmi n.sh -audittrail cl eaner -sitePvkLocati on=<path+license.
pvk>
[ -sitePvkPassword=<password> ] -schedul e
[ [ -oldcontent ] [ -oldactions ]
[ -oldrelaydatfile ] [ -del etedcontent ] [ -del etedactions
] [ -uselessactionresults ]
[ -orphanedsubactions ] [ -hiddenactions=<days> ] [ -delet
edmai | box ] [ -syncconsol es ]
[ -ol derthan=<days> ] [ -batchsize=<size>] [ -cleanstartt
i me=<yyyymudd: hhme

[ -cleanperiodicinterval =<hours> ] ] | -disable ]

./ BESAdmi n.sh -audittrailcleaner -preview|[ [ -oldcontent ] [ -0
| dactions | [
-oldrelaydatfile ] [ -deletedcontent ] [ -del etedactions ]

[ -uselessactionresults | [
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- or phanedsubactions | [ -hiddenactions=<days> ] [ -deleted
mai | box ] [ -ol dert han=<days> ]

| [ -scheduled ] ]

where:

- di spl ayset ti ngs shows the settings that are previously defined with
the schedul e action.

« run runs the tool with the specified settings. Before you use this option,
check the settings that affect the database by using the pr evi ewaction.

« schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the - di sabl e
option.

* pr evi ew shows the number of database rows that are affected by the
specified settings. If no setting is passed to the preview option, the
preview performs the count by setting all options to true and using
the default values for dates. Use the - schedul ed option to preview the

scheduled settings.

For information about the cleanup tasks log files, see Logging Cleanup Tasks
Activities (on page 350).

changeprivatekeypassword

You can use this service to be prompted for a new password to associate to

theli cense. pvk file. Use the following syntax to run the command:

./ BESAdmi n. sh - changepri vat ekeypassword -sitePvkLocati on=<pat h+
i cense. pvk>

[ -sitePvkPasswor d=<passwor d> ]

createwebuicredentials

Use this service to generate the certificates used as WebUI credentials. Use

the following syntax to run the command:
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./ BESAdmi n. sh -creat ewebui credenti al s
-si tePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d> -webUl Cert Di r =<pat h>

-webUl Host nane=<WebUl Host naneOr | P>
This service generates a folder named cert_WebUIHostnameOrIP in the path
specified by the webUICertDir option.

webUICertDir

Specifies the path to the parent folder of the new folder

containing the certificates. This folder must exist.
webUIHostname

Specifies the hostname or IP address of the computer that will
host your WebUI.

Note: If you need to generate WebUI credentials certificates, but you

have no WebUI in your deployment, then set:
webUICertDir
To the BigFix server folder (/ var / opt / BESSer ver).
webUIHostname

To the BigFix server IP address or hostname.

editmasthead

You can edit the masthead file by specifying the following parameters:

advGat her Schedul e (optional, integer)
val ues:
O=Fi fteen M nutes,
1=Hal f Hour, 2=Hour,
3=Ei ght Hours,
4=Hal f day,
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S=Day,

6=Two Days

7=W\éek,

8=Two Weeks

9=Mont h,

10=Two Mbnt hs
advControl |l er (optional, integer)
val ues:

O=consol e,

1=client,

2=nobody
advlinitial LockState (optional, integer)
val ues:

O=Locked,

1=tinmed (specify duration),

2=Unl ocked
advlnitial LockDuration (optional, integer)
val ues:

( duration in seconds )
advActi onLockExenpti onURL (optional, string)
advRequi r eFl PSconpl i ant Crypto (optional, bool ean)
advEnabl eFal | backRel ay (opti onal, bool ean)

advFal | backRel ay (optional, string)

The syntax to run this service is:

./ BESAdmi n. sh -edi t mast head -sitePvkLocati on=<pat h+l i cense. pvk>
[ -sitePvkPassword=<password> ][ -display ]

[ -advGat her Schedul e=<0-10> ] [ -advControll er=<0-2> ]

[ -advinitial LockState=<0|2> | -advlnitial LockState=1
-advlnitial LockDurati on=<nun® ] [ -advActi onLockExenpti onURL=<ur

1> ]
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[ -advRequi reFl PSconpl i ant Crypt o=<true| fal se> ] [ -advEnabl eFal
backRel ay=0 |
- advEnabl eFal | backRel ay=1 - advFal | backRel ay=<host > ]

For additional information, see Editing the Masthead on Linux systems in the
BigFix Configuration Guide.
findinvalidactions

You can check for invalid actions in the database by specifying the following

parameter:
» (Optional) -deletelnvalidActions: Deletes invalid actions.

The syntax to run this service is:

./ BESAdmi n. sh -findinvalidactions [ -deletelnvalidActions ]
-si tePvkLocat i on=<pat h+l i cense. pvk> [ -sitePvkPasswor d=<passwor d
> ]

findinvalidsignatures

You can check the signatures of the objects in the database by specifying the

following parameters:
-list (optional)
Lists all invalid signatures that BESAdni n finds.
-resigninvalidSignatures (optional)
Attempts to resign any invalid signatures that BESAdmi n finds.
-deletelnvalidlySignedContent (optional)
Deletes contents with invalid signatures.

For additional information about invalid signatures, see Resolving invalidly

signed content problems in the console. The syntax to run this service is:


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023621
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023621
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./ BESAdmi n. sh -findi nval i dsi gnat ures
[ -list | -resignlnvalidSignatures | -deletelnvalidlySignedConte

nt |

importlicense

You can use this service to import an updated license. This service allows you

to update the license manually in isolated BigFix environments.

./ BESAdmi n. sh -inportlicense
-si tePvkLocat i on=<pat h+l i cense. pvk>
[ -sitePvkPassword=<password> ] -licensel ocati on=<pat h+license.c

rt>

Thelicense. crt file contains the updated license to import.
minimumsupportedclient

This service defines the minimum version of the BigFix Agents that are used in

your BigFix environment.

Note: Based on this setting, the BigFix components can decide when
it is safe to assume the existence of newer functions across all the
component in the deployment. Individual agent interactions might be
rejected if the interaction does not comply with the limitations that are
imposed by this setting.

The currently allowed values are:

« 0.0, which means that no activity that is issued by BigFix Agents
earlier than V9.0, such as archive files and reports uploads, is
prevented from running or limited. This behavior applies also if the
m ni munsupport edcl i ent service is not set.

* 9.0, which means that:
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> Unsigned reports, such as the reports sent by BigFix Clients earlier
than V9.0, are discarded by FillDB.

> The upload of an unsigned archive file that is generated on a
BigFix Client earlier than V9.0, by an archive now command, for

example, fails.

If you ran a fresh installation of BigFix V9.5.6 or later using a BES
Authorization file, by default all the BigFix Clients earlier than
V9.0 are prevented from joining your environment because the

m ni mumsupport edcl i ent service is automatically set to 9.0.

The value that is assigned to this service, if set, remains unchanged:

« If you upgraded to V9.5.6 or later.
« If you installed BigFix V9.5.6 or later using an existing masthead.

In both cases, if the service did not exist before, it will not exist afterward as
well.

The current value <VALUE> assigned in your environment to the

m ni mumsupport edcl i ent service is displayed in the line x- bes- ni ni mum
supported-client-level: <VALUE> of the masthead file. You can see the
current value by running the following query on the BigFix Server from the

BigFix Query Application available on the BigFix WebUI:

Q following text of last ": " of line whose (it starts with
"X-bes-m ni mum supported-client-level:" ) of masthead of site "

actionsite"

The syntax to run this service is:

./ BESAdmi n. sh -sitePvkLocati on=<pat h+l i cense. pvk> [ -sitePvkPass
wor d=<passwor d>]

-m ni munsupport edcl i ent =<ver si on>. <r el ease>

If you omit to specify [ si t ePvkPasswor d=<passwor d>] , you are prompted to

enter the password interactively when the BESAdmin.sh runs.
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For example, if you want to state that Agents earlier than V9.0 are not

supported in your BigFix environment, you can run the following command:

./ BESAdmi n. sh -sitePvkLocati on=/I1icense/license. pvk -m ni nunsup

portedclient=9.0

minimumsupportedrelay

You can use this service, added with BigFix V9.5.6, to enforce specific criteria
that affect the BigFix Agent registration requests. If this service is enabled,
V9.5.6 Agents can continue to register to the V9.5.6 BigFix environment if their
registration requests are signed and sent across the Relays hierarchy using
the HTTPS protocol.

Note: Based on this service, the BigFix components can decide when
it is safe to enable newer functions across all the component in the
deployment. Individual agent interactions might be rejected if they do

not comply with the limitations that are imposed by this setting.

The currently allowed values are:

« 0.0.0, which means that the BigFix Server accepts and manages:
> Signed and unsigned registration requests coming from BigFix
Agents.
o Registration requests delivered from BigFix Agents using the
HTTP or the HTTPS protocols.
This behavior applies by default when you upgrade from
previous versions to BigFix V9.5.6 or later. In this case, the
m ni mumsupport edr el ay service is not added automatically to your
configuration during the upgrade.

» 9.5.6 or later, which means that:
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> The BigFix Server enforces that registration requests coming from
BigFix Agents V9.5.6 or later must be properly signed.

> The BigFix Server and the Relays V9.5.6 or later enforce the use
of the HTTPS protocol when BigFix Agent registration data is
exchanged.

Enforcing this behavior has the following side effects:

o BigFix Agents earlier than V9.0 cannot send registration requests
to the BigFix Server because they cannot communicate using the
HTTPS protocol.

> Because BigFix Relays with versions earlier than V9.5.6 cannot
handle correctly signed registration requests, any BigFix Client
that uses those Relays might be prevented from continuing to
register, or might fall back to a different parent Relay or directly to

the Server.

If you ran a fresh installation of BigFix V9.5.6 or later using a License
Authorization file, be aware that the side effects that were just listed apply to
your BigFix deployment because, in this particular installation scenario, the

m ni mumsuppor t edr el ay service is automatically set to 9.5.6 by default.

The current value <VALUE> assigned in your environment to the

m ni mumsuppor t edr el ay service is displayed in the line x- bes- mi ni mum
supported-rel ay-| evel : <VALUE> of the masthead file. You can see the
current value by running the following query on the BigFix Server from the
BigFix Query Application available on the BigFix WebUI:

Q following text of last ": " of line whose (it starts with
"x-bes-ni ni mum supported-rel ay-level:" ) of nasthead of site "ac
tionsite"

This query displays a value only when <VALUE> is set t0 9.5.6; if it is set to
0.0.0, it does not display a value.

The syntax to run this service is:
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./ BESAdmi n. sh -sitePvkLocati on=<pat h+l i cense. pvk> [ -sitePvkPass
wor d=<passwor d>]

-m ni nunsupport edr el ay=<ver si on>. <rel ease>. <nodi fi cati on>

If you omit to specify [ si t ePvkPasswor d=<passwor d>] , you are prompted to

enter the password interactively when the BESAdmin.sh runs.

For example, if you want that only the registration requests that are signed and
carried through HTTPS are managed by your BigFix Server, you can run the

following command:

./ BESAdmi n. sh -sitePvkLocati on=/I|icense/license. pvk -m ni nunsup

portedrel ay=9.5.6

propagateoperatorsites

This service forces the server to propagate a new version of the operator
sites. This command is useful after a server migration because you can be
sure that data is available for clients to gather and it prevents from failures.

This is the command syntax:

./ BESAdmi n. sh - propagat eoperatorsites { -propagateAl | QperatorSit
es |

- propagat eOper at or Si t e=<Mast headUser nane> }

propertyidmapper

This service creates, updates, and deletes a table (PropertylDMap) in the
BFEnterprise database that maps retrieved property names for the SitelD,
AnalysislID, PropertyID used to reference properties in the QUESTIONRESULTS
and LONGQUESTIONRESULTS tables. It creates the PropertyIDMap table if it
does not exist (requires table creation permissions). This service must be run
to update the PropertyIDMap table after creating or deleting a property.

The general syntax of this service is the following:

./ BESAdmi n. sh -propertyi dmapper { -displaysettings | -run [prop

erty i dmapper _options]
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| -schedule [property_idmapper_options] [scheduling opti

ons] }

The syntax of this service changes depending on the action you specify:

./ BESAdmi n. sh - propertyi dmapper -displaysettings

./ BESAdmi n. sh -propertyi dmapper -run [ -createtable ] [ -renovet
abl e ]

[ -1 ookupproperty=<propertynane> ]

./ BESAdmi n. sh -propertyi dmapper -schedule [ -createtable -startt
i me=<yyyynmmdd: hhmr»

[ -interval =<hours> ] | -disable ]

where:

- di spl ayset ti ngs shows the settings that are previously set with the
schedul e action.

« run runs the tool with the specified settings. Before you use this option,
check the settings that affect the database by using the pr evi ewaction.

* schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the - di sabl e

option.

For more information about the cleanup tasks log files, see Logging Cleanup

Tasks Activities (on page 350).
removecomputers

The service runs database operations for the following sets of data:

« Expired Computers (- del et eExpi r edConput er s) Marks computers as
deleted if they did not report in recently.
+ Deleted Computers (- pur geDel et edConput er s): Physically deletes

the computer related data from the database for computers that are
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already marked as deleted and have not reported in for a long time. It
deletes the data related to an agent (such as the action results or the
properties, and so on), not the agent itself that remains logically deleted
(IsDeleted = 1) on the database. Therefore, as a consequence, if the
same agent becomes active again, it is recognized and will reuse its

previous computer ID.

Duplicate Computers (- del et eDupl i cat edConput er s): Marks older
computers as deleted if a computer exists with the same computer

name.

Removal of deleted Computers (- r enoveDel et edConput er s): Physically
deletes the computer information from the database for computers

that are marked as deleted (IsDeleted = 1) since at least the indicated
number of days (minimum 7) or the indicated number of hours
(minimum 24). It deletes the information of the agent itself ( such as the
computer ID, and so on). Therefore, as a consequence, if the same agent
becomes active again, a totally new computer ID will be assigned to the
agent.

Removal of uploaded Files (- r enoveDel et edUpl oads): Physically
removes from the database the definition of uploaded files that are

marked as deleted. It does not apply to non-native agents.

Removal of uploaded files of removed computers

(- er aseUpl oadFi | esFor RenovedConput er s): Physically removes from
the BigFix server filesystem all files uploaded by clients whose definition
has been removed from the database. It does not apply to non-native

agents.

Removal of Computers by name (- r emoveConput er sFi | e): Accepts a
text file with a list of computer names that are separated by new lines

and removes them from the deployment.

The general syntax of this service is:

./ BESAdmi n. sh -renoveconputers { -displaySettings [display_sett

ings options] | -run [renove_conputers_options]
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| -schedul e [renmpbve_conputers_options] [scheduling option

| -preview [renove_conputers_options] [preview options] }

Depending on the action that is specified, the syntax changes as follows:

./ BESAdmi n. sh -renoveconputers -displaySettings [ -name=<TaskNam

e> ]

./ BESAdmi n. sh -renoveconputers -run [ -agent Type=<Agent Type> ] [
- del et eExpi r edConput er s=<days> |
[ -renpveDel et edConput er s=<days> ] [ -renpveDel et edUpl oads ]
[ -eraseUpl oadFi | esFor RenovedConput ers |
[ -purgeDel et edConput er s=<days> |
[ -del eteDuplicatedConputers [ -duplicatedPropertyNane=<Prop
ertyNanme> | ]

[ -renoveConput ersFil e=<path> ] [ -batchSi ze=<batch size> ]

./ BESAdmi n. sh -renoveconputers -schedule [ [ -name=<TaskNanme> ]
[ -agent Type=<Agent Type> ] [ -del et eExpi redConput er s=<days> ] [
- pur geDel et edConput er s=<days> |

[ -renmoveDel et edConput er s=<days> ] [ -renoveDel etedUpl oads | [ -

er aseUpl oadFi | esFor RenovedConput er s |

[ -del eteDuplicatedConputers [ -duplicatedPropertyNane=<Property

Nanme> ] ] [ -batchSi ze=<batch size> ]

[ -renoveStart Ti me=<YYYYMVDD: HHMM> [ -renovePeri odi cl nt er val =<Ho

urs>1] ] | [ -disable -nane=<TaskNanme> ] | [ -del ete -name=<Task

Name> ] | [ -list ] |

[ -update [ -nane=<TaskNane> ]

[ -del et eExpi r edConput er s=<days> ] [ - purgeDel et edConput er s=<da
ys> ]

[ -renoveDel et edConput er s=<days> ] [ -renoveDel etedUpl oads | [ -

er aseUpl oadFi | esFor RenmovedConput er s |
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[ -del eteDuplicatedConputers [ -duplicatedPropertyNane=<Property
Name> ] ] [ -batchSi ze=<batch size> ]
[ -renoveStart Ti mne=<YYYYMVDD: HHMM> [ -renpvePeri odi cl nt er val =<Ho

urs>1 1] ] ]

./ BESAdmi n. sh -renoveconputers -preview [ [ -agent Type=<Agent Typ
e> ] [ -del et eExpi redConput er s=<days> |
[ -renoveDel et edConput er s=<days> ] [ -renpveDel et edUpl oads ]
[ -eraseUpl oadFi | esFor RenovedConput ers |

[ -purgeDel et edConput er s=<days> ][ -del et eDupli cat edConput er

[ -duplicatedPropertyNanme=<PropertyNanme> | ] |

[ -scheduled ] [ -nane=<TaskNanme> ] ]

where;

- di spl aySet ti ngs shows the settings that are previously set with the
schedul e action.

« run runs the tool with the specified settings. Before you use this option,
check the settings that affect the database by using the pr evi ewaction.

« schedul e schedules the tool to run at the specified time at each
specified interval. To disable the schedule action, use the - di sabl e
option.

« pr evi ewshows the number of database rows that are affected by the
specified settings. If no setting is passed to the preview option, the
preview performs the count by setting all options to true and using
the default values for dates. Use the - schedul ed option to preview the

scheduled settings.

Note: When using option - r emoveDel et edConput er s, the number of
days must be not less than 7 or the number of hours must be not less
than 24.
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For more information about the cleanup tasks log files, see Logging Cleanup
Tasks Activities (on page 350).

repair

You can use this command to handle an inconsistency between the keys that

are stored in the database and the keys stored on the filesystem.

./ BESAdmi n.sh -repair -sitePvkLocati on=<pat h+license. pvk>

[ -sitePvkPasswor d=<passwor d> ]

If the keywords Ser ver Si gni ngKey and d i ent CAKey do not exist, they are
created under / var / opt / BESSer ver : This command also updates the licenses
of sites.

reportencryption

You can generate, rotate, enable, and disable encryption for report messaging
by running:

./ BESAdmi n. sh -reportencryption { -status
- gener at ekey [-privat eKeySi ze=<mi n| max>]
[ - depl oynow=yes | -depl oynow=no - out keypat h=<pat h
>]
-si tePvkLocat i on=<pat h+l i cense. pvk> [ -sitePvkPass
wor d=<passwor d>] |
-rot atekey [-privat eKeySi ze=<m n| nax> |
[ - depl oynow=yes | -depl oynow=no
- out keypat h=<pat h> ]
-si tePvkLocat i on=<pat h+l i cense. pvk> [ -si t ePvkPasswo
rd=<passwor d>] |
- enabl ekey -sitePvkLocati on=<pat h+l i cense. pvk> [-sitePvkPasswo
r d=<passwor d>] |
-di sabl e -sitePvkLocati on=<pat h+l i cense. pvk> [ -sitePvkPassword

=<password>] }

where:
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status

Shows the status of the encryption and which arguments you

can use for that status.
generatekey

Allows you to generate a new encryption key.
rotatekey

Allows you to change the encryption key.
enablekey

Allows you to enable the encryption key.
disable

Allows you to put the encryption key in PENDING state. If you
run again the r epor t encrypt i on command with the di sabl e
argument, the encryption changes from PENDING state to
DISABLED.

deploynow=yes
Deploys the report encryption key to the server for decryption.
deploynow=no -outkeypath=<path>

The encryption key is not deployed to the server but it is saved in

the out keypat h path.

For more information about this command and its behavior, see Managing
Client Encryption.

resetdatabaseepoch

To clear all console cache information in BigFix Enterprise Service V7.0 or

later versions. After running this command:

./ BESAdmi n. sh -reset dat abaseepoch

subsequent console logins reload their cache files.
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resignsecuritydata

If you get one of the following errors:

cl ass Si gnedDat aVerificationFailure
HTTP Error 18: An unknown error occurred while transferring data

fromthe server

when you try to log in to the BigFix console, you must resign all the user
content in the database by entering the following command:

./ BESAdmi n. sh -resignSecurityData

This command resigns security data that uses the existing key file. You can

also specify the following parameter:

- mast headLocat i on=<pat h+acti onsi t e. af xn»

The complete syntax to run this service is:

./ BESAdmi n. sh -resignsecuritydata -sitePvkLocati on=<pat h+l i cense
. pvk>
[ -sitePvkPassword=<password> ] -nmastheadLocati on=<pat h+acti ons

te. af xn>

revokewebuicredentials

You can revoke the authentication certificate of a specified WebUI instance.

The syntax to run this service is:

./ BESAdm n. sh -revokewebui credenti al s - host nane=<host > -sit ePvkL

ocat i on=<pat h+l i cense. pvk> -sit ePvkPasswor d=<pvk_passwor d>

If an authentication certificate is issued for the specified host nane, this
certificate is revoked and the WebUI instance running on that host narme can no

longer connect to the root server.
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After revoking the credentials for a WebUI host, it will no longer connect to
the root server. You can either remove the WebUI installation, or generate new

credentials for that host, and replace the old certificate files on that host.
rotateserversigningkey

You can rotate the server private key to have the key in the file system match
the key in the database. The command creates a new server signing key,

resigns all existing content that uses the new key, and revokes the old key.

The syntax to run this service is:

./ BESAdmi n. sh -rot at eserversi gni ngkey -sitePvkLocati on=<path+lic
ense. pvk>

[ -sitePvkPasswor d=<passwor d> ]

securitysettings

You can configure enhanced security options to follow the NIST security
standards by running the command:

./ BESAdmi n. sh -securitysettings -sitePvkLocati on=<path+license.p
vk>

[ -sitePvkPasswor d=<passwor d> ]

{ -status | -enabl eEnhancedSecurity [-requireSHA256Downl oads]

| -disabl eEnhancedSecurity | -requireSHA256Downl oads | -al | owSHA
1Downl oads}

[ -testTLSG pherList | -setTLSGCi pherList | -1istTLSC phers | -re
nmoveTLSG pherLi st ]

[ -hideFronti el dFromVast head | -showFr onFi el dFr omvast head |

[ -enabl eLocal Operators | - disabl eLocal Oper at or s]
where:

status

Shows the status of the security settings set in your BigFix
environment.

Example:
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./ BESAdmi n. sh -securitysettings
-sitePvkLocati on=/r oot/ backup/|icense. pvk

-si t ePvkPasswor d=nypasswOrd - st at us

Enhanced security is currently ENABLED
SHA- 256 downl oads are currently OPTI ONAL

enableEnhancedSecurity | disableEnhancedSecurity

Enables or disables the enhanced security that adopts
the SHA-256 cryptographic digest algorithm for all digital
signatures and content verification and the TLS 1.2 protocol for

communications among the BigFix components.

Warning: If you use the enableEnhancedSecurity setting
you break the compatibility with an earlier version
because BigFix version 9.0 or earlier components cannot
communicate with the BigFix version 9.5 server or
relays. When you disable the enhanced security mode,
the BESRoot Ser ver service fails to restart automatically.

To solve the problem, restart the service manually.

For more information about the BigFix Enhanced Security
feature and the supported security configuration, see Security

Configuration Scenarios.
requireSHA256Downloads

Ensures that data has not changed after you download it using
the SHA-256 algorithm.

Note: The Require SHA-256 Downloads option is
available only if you selected to Enable Enhanced

Security.
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allowSHA1Downloads

Ensures that the file download integrity check is run using the
SHA-1 algorithm.

testTLSCipherList | setTLSCipherList | listTLSCiphers |
removeTLSCipherList

To test if a TLS cipher list is compatible with the BigFix

components, run the following command:

/ BESAdm n. sh -securitysettings
-si t ePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d>
t est TLSC pher Li st =<ci pher _1>: <ci pher _2>:..: <ci pher_n

>

After identifying a suitable TLS cipher list, you can set it by

running the following command:

/ BESAdm n. sh -securitysettings
-si t ePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d>

set TLSGi pher Li st =<ci pher _1>: <ci pher _2>:..: <ci pher_n>

To list all the TLS ciphers that are currently enabled, run the

following command:

/ BESAdm n. sh -securitysettings
-si t ePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d>

-1i st TLSC phers

To remove a TLS cipher list from the deployment masthead and

return to the default cipher list, run the following command:
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/ BESAdm n. sh -securitysettings
-sitePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d>

-renoveTLSG pher Li st

-hideFromFieldFromMasthead | -showFromFieldFromMasthead

You can specify if you want to show or hide the value displayed
by the From field in the masthead which contains the email
address of the license assignee. During a fresh installation the
value is hidden and the option "hideFromFieldFromMasthead" is
set to 1. During an upgrade the value remains unchanged.

For example, if you want to hide the value, run the command as
follows:

./ BESAdmi n. sh -securitysettings
-sitePvkLocat i on=<pat h+l i cense. pvk>
- si t ePvkPasswor d=<passwor d>

- hi deFr onFi el dFr omVast head

-enableLocalOperators | -disableLocalOperators

You can specify if you want to enable or disable the login to the
BigFix environment (BigFix Console, Web Reports, Rest APl and
Web Ul) of the local operators. The enabled/disabled choice will
be stored in the BFEnterprise database. After disabling the login
of the local operators, access will be granted only to LDAP users.
For example, if you want to disable the login of the local
operators, run the command as follows:

./ BESAdmi n. sh -securitysettings
-si t ePvkLocat i on=<pat h+l i cense. pvk>

- si t ePvkPasswor d=<passwor d> - di sabl eLocal Qper ators
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Note: The local operators are enabled by default.

Note: When trying to disable the local operators, if the
"REST API credentials for BES Server Plugin Service" are
set and if the configured user is a local operator, an error

message is displayed and the option is not set.

Note: When trying to disable the local operators, if the
"SOAP API credentials for BES Server Plugin Service" are
set, a non-blocking warning message is displayed and

the option is set.

setadvancedoptions

You can list or configure any global settings that apply to your particular

installation. The complete syntax to run this service is:

./ BESAdmi n. sh -setadvancedopti ons -sitePvkLocati on=<pat h+l i cense
. pvk>
[ -sitePvkPasswor d=<passwor d>]

{ -list | -display

| [ -f ] -delete option_nane
| [ -f ] -update option_nanme=option_val ue }
For example:

« To customize the Console or Web Report login banner, enter following

command:

./ BESAdmi n. sh -set advancedopti ons -sitePvkLocation=/root/ba
ckup/li cense. pvk
- si t ePvkPasswor d=pi ppo000 - updat e | ogi nVr ni ngBanner =' new m

essage
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« If your BigFix Server is V9.5.7 or later, to avoid having duplicate
computer entries when the endpoints are detected as possible clones by

the Server, run the following command:

./ BESAdmi n. sh -set advancedopti ons -sitePvkLocation=/root/ba

ckup/l'i cense. pvk

- si t ePvkPasswor d=pi ppo000 -update clientldentityMatch=100

For a list of available options that you can set, see List of advanced options.

setproxy

If your enterprise uses a proxy to access the Internet, you must set a proxy
connection to enable the BigFix server to gather content from sites and to do

component-to-component communication or to download files.

For more information about how to run the command and about the values to
use for each argument, see Setting a proxy connection on the server (on page

426).
syncmastheadandlicense

When you upgrade the product, you must use this option to synchronize the
update license with the masthead and resign all content in the database with

SHA-256. The syntax to run this service is:

./ BESAdm n. sh -syncnast headandl i cense -sitePvkLocati on=<path+lic

ense. pvk>

[ -sitePvkPasswor d=<passwor d>]
testproxyconnection
You can test the proxy connection. The syntax to run this service is:

BESAdm n. sh -t est proxyconnection -proxyHost =<host> [ -proxyPort=

<port> ]
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[ -proxyUser=<user> -proxyPassword=<pass> | [ -proxyExcList=<lis
t> 1] [ -proxyAut hMet h=<net hod> ]
[ -proxySecTunnel =<true|false>] [ -fips ]

updatepassword

You can modify the password that is used for authentication by product

components in specific configurations.

The syntax to run this service is:

./ BESAdmi n. sh -updat epassword -type=<server _db| dsa_db>
[ - passwor d=<passwor d>] -sitePvkLocati on=<pat h+l i cense. pvk>

[ -sitePvkPasswor d=<pvk_passwor d>]
where:

-type=server_db

Specify this value to update the password that is used by the

server to authenticate with the database.

If you modify this value, the command restarts all the BigFix

server services.
-type=dsa_db

Specify this value to update the password that is used in a DSA

configuration by a server to authenticate with the database.

The settings - passwor d and - si t ePvkPasswor d are optional, if they are not
specified in the command syntax their value is requested interactively at run

time. The password set by this command is obfuscated.

Working with TLS cipher lists

All network communications between the BigFix components and the internet are encrypted
by using the TLS protocol standard. Starting from Version 9.5.11, master operators can
control which TLS ciphers should be used for encryption. A master operator can set a
deployment-wide TLS cipher list in the masthead by using BESAdmin.
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The TLS cipher list is a colon-delimited list of cipher suites or cipher families. To disable a

uln

cipher suite or cipher family, precede the name with

The default TLS cipher list which is H GH: ! ADH: | AECDH: ! kDH: ! KECDH: ! PSK: ! SRP is used
when no TLS cipher list is present in the masthead.

Starting from Version 10 Patch 3 and later, the default TLS cipher list, used when no TLS
cipher list is present in the masthead, is H GH: ! ADH: ! AECDH: ! kDH: ! KECDH: ! kRSA: | PSK: !
SRP.

This defines the master set of TLS cipher suites from which you can select. Cipher

suites that are not in this master set are either insecure or incompatible with the BigFix
components. In addition, the TLS cipher list must include at least one cipher suite using RSA
key exchange for the BigFix HTTPS servers. The following BESAdmin commands help you
create the TLS cipher list:

testTLSCipherList

To test if a particular TLS cipher list is compatible with the BigFix components,

run the following command:

/ BESAdni n. sh -securitysettings -sitePvkLocati on=<path+license. pv
k> -sitePvkPasswor d=<passwor d>

-t est TLSCi pher Li st =<ci pher _1>: <ci pher _2>: . .: <ci pher _n>
For example:

/ BESAdni n. sh -securitysettings -sitePvkLocation=/opt/BESInstallF
iles/license.pvk -sitePvkPassword=bigfix -testTLSC pherList="TLS
v1. 2:! ADH: ! AECDH: ! kDH: ! KECDH: ! PSK: ! SRP: ! NULL'

If the command runs successfully, BESAdmin provides a detailed list of all TLS
cipher suites that are enabled. If unsuccessful, BESAdmin provides a detailed

list of which cipher suites are insecure or incompatible.
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Note: In bash, “!" is treated as a special character. You must either
escape it with “\" or enclose it within single quotes “”. Double quotes

sy

are insufficient.

setTLSCipherList

After identifying a suitable TLS cipher list, you can set it with the following

command:

/ BESAdni n. sh -securitysettings -sitePvkLocati on=<path+license. pv
k> -sitePvkPasswor d=<passwor d>

- set TLSCi pher Li st =<ci pher _1>: <ci pher _2>: . .: <ci pher _n>

For example:

/ BESAdni n. sh -securitysettings -sitePvkLocation=/opt/BESInstallF
iles/license.pvk -sitePvkPassword=bi gfi x -set TLSC pherLi st="TLSv
1.2:! ADH: ! AECDH: ! kDH: ! KECDH: ! PSK: ! SRP: | NULL

If the command is unsuccessful, BESAdmin provides a detailed list of which
cipher suites are insecure or incompatible. The ciphers on the list are arranged
in an order of preference. To modify the order by key length, add @STRENGTH.

Note: BESAdmin does not verify if the name of a particular cipher suite
or cipher family is available; it only checks the final set of TLS cipher

suites that is implied by the colon delimited list.

listTLSCiphers

For a detailed list of all the TLS ciphers that are currently enabled, run the

following command:

/ BESAdni n. sh -securitysettings -sitePvkLocati on=<path+license. pv

k> -sitePvkPasswor d=<password> -1i st TLSC phers

For example:
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/ BESAdm n. sh -securitysettings -sitePvkLocati on=/opt/BESInstallF
iles/license.pvk -sitePvkPassword=bigfix -1istTLSC phers

removeTLSCipherList

To remove a TLS cipher list from the deployment masthead and return to the
default cipher list, run the following command:

/ BESAdni n. sh -securitysettings -sitePvkLocati on=<path+license. pv

k> -sitePvkPasswor d=<passwor d> -renoveTLSC pherLi st

For example:

/ BESAdni n. sh -securitysettings -sitePvkLocation=/opt/BESInstallF

iles/license.pvk -sitePvkPassword=bi gfix -renoveTLSC pherlLi st

The detailed ciphers that are available for a given cipher family depends on the version of
OpenSSL that is in use. At its core, the TLS cipher list is the OpenSSL cipher string. For more

details, see OpenSSL Cryptography and SSL/TLS Toolkit. Do not use this feature if you are
not familiar with the basics of TLS cryptography.

Logging Cleanup Tasks Activities

You can run the cleanup tasks, on the BigFix Server.

On Windows systems:

From the Clean Up tab of the BigFix Administration Tool, or from the

command line using the BESAdni n. exe program as described in BESAdmin
Windows Command Line (on page 295).

On Linux systems:

From the command line using the BESAdni n. sh bash shell script as described
in BESAdmin Linux Command Line (on page 320).

By default the information about the processing of the cleanup tasks is logged in the
following files:


https://www.openssl.org/docs/man1.0.2/man1/ciphers.html
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«/var/ 1 og/ BESTool s. | og on Linux systems.
*C\Program Files (x86)\Bi gFix Enterprise\BES Server

\ BESTool s. | og on Windows systems.

and the maximum size of the log file is 5 MB. When the size exceeds that value the log file

rotates.
Note: The BESTool s. | og file was introduced with BigFix Version 9.5 Patch 5.

You can use the configuration settings _BESTool s_Loggi ng_LogPat h and
_BESTool s_Loggi ng_LogMaxSi ze to specify a different path and a different maximum size

for logging the cleanup tasks activities.

The same log file is used both when you run the tools using BESAdmin and when you

schedule them in the RootServer.



Chapter 12. Post-installation configuration
steps

After having run the installation, make sure that you read the following topics and run the

requested activities if needed.

Post-installation steps

After you install the product, perform these steps to verify that the installation runs

successfully and to complete the basic configuration steps.

1. Run the following step to verify that the installation runs successfully:

On Windows:

From Start > All Programs > BigFix run the BigFix Server Diagnostics
tool to verify that all the installation and configuration steps completed

successfully.
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i) BigFix Diagnostics Tool et
Server  Services Web Reports  About

@ BESRoot Server Running (7]

| Server logged in as: LocalSystemn |

@ Client Register Plugin (7]
@ PostResults Plugin @
@ BESGatherMirror Plugin (7]
2 BESGatherMirrorNew Plugin @
@ g
@ BESMirrorRequest Plugin (7]
4 Verifying that Server can reach the Internet, using the proxy if configured (This might not '@'
g g proxy g g
pass immediately after a fresh install).
@ Verifying that alima-win2019 refers to this machine i@l
@ Checking that this machine is not a domain controller .@.
2 Checking that this machine is running a Windows server operating system (7]
9 g P g 5y (7]
@ Checking that this machine is running the BES Client .@.
@ Checking that TCP/IP is enabled on SOL server (7]
Result

12 out of 12 tests passed

If all the buttons are green, click Close to exit the Diagnostic tool,
otherwise address the problem to be sure that the server is working

correctly.
On Linux:

Ensure that the following services are up and running:

besfilldb
besgat her db
besserver

beswebreports
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Use the command servi ce service st at us to check the status of the
services.

2. Open the BigFix console and verify that the client is registered.

\.:, BigFix Console
File Edit View Go Tools Help Debug
@ Back ~ Forward + | @) Show Hidden Content ¥ Show Mon-Relevant Content | eReﬁesh Console

All Content Computers
L——ﬁ Fixlets and Tasks (2,060) Computer Name 0s CPU LastReport Ti.. L
(B Baselines (0 [E5 ncozerarrrece Red Hat Enterprise Linux & (64-bi... | 01/06/2021 08.... N
@ Analyses (28)

[ Actions (0)

[ Dashboards

5 Wizards

5] Custom Content
| Custom Filters

Computers (1) ;

¥ Computer Groups (0) Computer; NC926144-RHELS

iZy Unmanaged Assets (0)

@ Operators (1) Edit Settings 3 Remove From Database @Send Refresh

-

(5 Sites (2

%}_ L:JEASP(D)irectories © Summary  Relevant Fidlets and Tasks (0) Relevant Baselines (0) Baseline Component Applicability Action
%] Roles (0)

3. From the console, verify that the All Content and BigFix Management domains have
been created.

\_;, BigFix Console
File Edit View Go Tools Help Debug
é Back Forward « | @ Show Hidden Content ﬁ Show Mon-Relevant Content | eReﬁesh Console

All Content Computers
L—E Fixlets and Tasks (2,060) Computer Name aos CPU Last Report Ti...  Locl
@ Basclines () NC926144-RHELS Red Hat Enterprise Linux & (64-bi... | 01/06/2021 08:... No
@ Analyses (28)

@ Actions (0)

£ Dashboards

5 Wizards

S Custom Content
| Custom Filters

Computers (1) ;

i Computer Groups (0) Computer: NC326144-RHELS

@ Unmanaged Assets (0]

@ Operators (1) Edit Settings 9§ Remove From Database QSend Refresh
B Sites ()

L\?ﬂ— LDAP Directories (0) Summary Relevant Fixlets and Tasks (0) Relevant Baselines (0) Baseline Component Applicability Action His

%] Roles (0) L~

* Computer Properties

0 Sz Core Properties
{i®/ BigFix Management Computer ID 694932
Mrnnt Tomn Dravae VAMaenrn
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4. After installation, the program is automatically set up to subscribe to certain

management and maintenance sites. Depending on the terms of your license, you

might have subscriptions to other sites as well. In this way content from those

Sites automatically flows into your enterprise and is evaluated for relevance on

all computers running the BigFix client. Subscribe to these sites from the BigFix

Management domain, by selecting the License Overview dashboard.

) BagFix Console

- o x
File Edit View Go Tock Help
i Back » W Forward = | B) Show Hidden Content ¥ Show Non-Relevant Content | g¥Refresh Cansole
i Content License Overview o
5 Fistets and Tasks (2.393)
B Baselines (1) BigFix License Overview @ c|&
& Analyses (91)
& Actions (0) R
v & Dashbosrds 1 YW %
[5) BES Inventory and License
v & BES Support -
Baseline Synchronization | BES Platiomn &
Client Deploy Tool Dashbi
Cloud Plugin Dathbesrd
Deployment Health Check Sarial Nurabar: ==
4 Deployment Overview
License Update Date: 25/06/2021 18:51:00
FYSTFTER AR EE Wit Dt Gather URL: hitp I 2 3 1 1/cgi-bin‘bigather. axefactionsite
Relay Health Dashboard
[5) Client Manager for Applicatio
[5) Client Mansger for Enclpoint | -
5] A Dashboards il
(5 Wizards
[5] Custorn Content
5 Custon Filters Lk e i
W Computers (1,206)
B Computer Groups (0)
&) Unmanaged Assets (0) Entitlement 4 Quaniity Type Expiration Date State
 Operators (1)
5 Ses (1) Client Manager for Endpoint Protection 650 (Client) Term 01022023 & vao
% LDAP Directories (0)
1K) Roles ©) 1000 (Client) Perpetual 0110172022 (Maintenance) & wao
Patch 500 (MVS) Perpetual 25/06/2022 (Maintenance) @ vaup
Batch 1500 (Client) Perpetual 2510672022 (Maintenance) @ vaup
SmartCloud Patch Management 250 (Chient) Perpetual 291062021 (Maintenance)
Starter Kit for Lifecycle 500 (MVS) Term 0110672020 0 =
Startar Kit for Lifcycls 1600 (Cliant) Term 011062021 1N ORACE
Device subscription by product ~

The License Overview dialog appears, listing available sites.

Select the desired product by clicking the corresponding tab or the name in the

License overview table.

5. Enable the entitled sites by clicking the Enable button associated with the site to

which you want to subscribe.
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) BigFix Conscle

File Edit View Go Tools Help
¢ Back « $ Forward + | ﬁ Show Hidden Content ﬁ Show Non-Relevant Content | 8Refrash Console
All Content License Overview

[ Fixlets and Tasks (2,393) S e :

[ Baselines (0) BigFix License Overview

(@) Analyses (91)

[ Actions (0)

‘\% D:slrfl;‘;a(rd)s i CVERVIEW GLIENT MANAGER FOR ENDPOINT PROTECTION LIFECYCLE SMARTCLOUD PATCH MANAGEMENT  STARTER K

E5i BES Inventory and License

<

~ &5 BES Support

Baseline Synchronization | This license contains the following entitlements for SmartCloud Patch Management

Client Deploy Tool Dashb

Cloud Plugin Dashboard Licensed for: 250 (Client)
Deployment Health Check License Type: Perpetual

Deployment Overview £ R .
m Maintenance Expiration Date: 214032034 ‘ & vauo
icense Overview L ]
aintenance Window Dag

Relay Health Dashboard
[} Client Manager for Applicatic
£S5} Client Manager for Endpoint |

II|I_|\III

E5i All Dashboards

5 Wizards Available Sites:
5] Custom Content

5] Custom Filters

(5 Computers (1,295) Enabled Sites Subscribed Computers
3 Cemputer Groups (0)
iZ}, Unmanaged Assets (0) BES Asset Discovery 4
?-'t, Operators (1)
[F Sites () ENABLE IBM License Reporting (ILMT) v
3:— LDAP Directories (0)
3] Roles (0) ENABLE MaaS360 Mobile Device Management
ENABLE Patches for AlX
ENAELE Patches for CentOS 5 Mative Toels {Deprecated)

6. Enter your password to subscribe to the site. The new site is now listed in the Manage
Sites node of the domain panel. You can also subscribe to a site by using a masthead
file.

7. Open the Manage Sites node and select your newly subscribed site.

8. From the site dialog, click the Computer Subscriptions tab to assign the site to the
appropriate computers

9. From the Operator Permissions tab, select the operators you want to associate with
this site and their level of permission.

10. Click Save Changes when you are done.

You can now use the product.

Starting and stopping the BigFix server

Complete the following steps to start and stop the BigFix server installed on a Windows

system:

Steps to start BigFix:
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Start the following Windows services in the specified order:

BES Root Service

BES Fil | DB

BES Gat her DB

BES d i ent

BES Wb Reports Service

Steps to stop BigFix:
Stop the following Windows services in the specified order:

BES Wb Reports Service
BES d i ent

BES Gat her DB

BES Fi |l | DB

BES Root Service

Complete the following steps to start and stop the BigFix server installed on a Linux system:

Steps to start BigFix:

Run the following services in the specified order:

servi ce besserver start
service besfilldb start
servi ce besgatherdb start
servi ce beswebreports start

service besclient start
Steps to stop BigFix:
Run the following services in the specified order:

servi ce besclient stop
servi ce beswebreports stop
servi ce besgat herdb stop

service besfilldb stop
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servi ce besserver stop

Subscribing to content sites

Sites are collections of Fixlets, tasks, analysis, that are created internally by you, by HCL,
or by vendors. You subscribe to a site and agree on a schedule for downloading the latest
batch.

You can add a new site subscription by acquiring a masthead file from a vendor or from

HCL. You can subscribe to a site also by using the Licensing Dashboard.

Sites are generally devoted to a single topic, such as security or the maintenance of a
particular piece of software or hardware. However, several sites can share characteristics
and are then grouped into domains, which might include a set of typical job tasks of

your various Console managers. For example, the person responsible for patching and
maintaining a common operating environment can find Support sites and Patching sites for

various operating systems all bundled into the Patch Management Domain.

You can also set up your own custom site and populate it with Fixlets that you have
developed specifically for your own network. You and other operators can then send and
receive the latest in-house patches and quickly deploy them to the appropriate locations and

departments.

Upon installation, the program is automatically set up to subscribe to certain management
and maintenance sites. Depending on the terms of your license, you might have
subscriptions to other sites as well. This means that content from those sites automatically
flows into your enterprise and is evaluated for relevance on all computers running the BigFix
client. These sites, in turn automatically register with an appropriate domain, providing a

simple way to divide the content into functional sections.

Subscribing with a masthead
To subscribe to a site using a masthead file, follow these steps:

1. Find an appropriate site. Finding a site is equivalent to finding a site masthead file,

which has an extension of . ef xm There are several ways to do this:

Fixlet sites:
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HCL might post a links list to new sites as they become available.

Fixlet subscriptions:

Sometimes a Fixlet message might offer a subscription. Click the Fixlet
action to start the subscription.

Download mastheads:

You can also subscribe to a site by downloading a masthead file from a
vendor's website. After the masthead is saved to your computer, you can
activate it in one of the following ways:
» Double-click the masthead, or
« Select Add External Site Masthead from the Tools menu, browse
the folder containing the masthead, and click Open.

2. You are prompted for your private key password. Type it in and click OK.

The masthead is propagated to all Clients, which immediately begin to evaluate the Fixlet
from the new site.

Subscribing with the Licensing Dashboard
You can subscribe to a Fixlet site also by using the Licensing Dashboard in BigFix
Management, found in the Domain Panel:

1. Open the BigFix Management domain and scroll to the top to view the associated
dashboards.

2. From the Licensing Dashboard, select the sites you want to subscribe to.



Chapter 13. Managing relays

Relays can significantly improve the performance of your installation.

Relays lighten both upstream and downstream burdens on the server. Rather than
communicating directly with a server, clients can instead be instructed to communicate with
designated relays, considerably reducing both server load and client and server network

traffic. Relays improve performance by:

* Relieving downstream traffic. Using relays, the BigFix server does not need to
distribute files, such as patches or software packages, and Fixlets to every Client.
Instead, the file is sent once to the relay, which in turn distributes it to the clients.

* Reducing upstream traffic. In the upstream direction, relays can compress and
package data (including Fixlet relevance, action status, and retrieved properties) from
the clients for even greater efficiency.

« Reducing congestion on low-bandwidth connections. If you have a server
communicating with computers in a remote office over a slow connection, designate
one of those computers as a relay. Then, the server sends only a single copy to the
relay (if it needs it). That relay, in turn, distributes the file to the other computers in the

remote office over its own fast LAN.

Establishing the appropriate relay structure is one of the most important aspects of
deploying BigFix to a large network. When relays are fully deployed, an action with a large
download can be quickly and easily sent out to tens of thousands of computers with

minimal WAN usage.

A recommended configuration is the connection of 500 - 1000 clients to each relay and the

use of a parent child relay configuration.

Note: If the connection between a relay and server is unusually slow, it might be

beneficial to connect the relay directly to the Internet for downloads.

BigFix deployments with internet-facing relays that are not configured as “authenticating”

are prone to security threats. Security threats in this context might mean unauthorized
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access to the relays and any content or actions, and download packages associated

with them or to the Relay Diagnostics page that might contain sensitive information (for
example: software, vulnerability information, and passwords). To prevent any security
vulnerabilities, configure the internet-facing relays in your deployment as authenticating. For

details, see Setting up internet relays (on page 375).

For additional information about relays, see https://bigfix-wiki.hcltechsw.com/wikis/home?
lang=en-us#!/wiki/BigFix%20Wiki/page/BigFix%20Relays.

Relay requirements and recommendations

Generally, a relay uses minimal resources and does not have a noticeable impact on the

performance of the computer running it.

However, if several clients simultaneously request files from a relay, a significant amount of

the computer's resources might be used to serve those files.

The requirements for a relay computer vary widely depending on three main factors:

« The number of connected clients that are downloading files.
* The size of each download.

* The period of time allotted for the downloads.

For details about the relay system requirements, see System Requirements .

Note: On Linux computers in which the deployment port is not the default (52311),
an installation of Perl is required for the relay functions to work as expected.

Here are some further recommendations:

« Computers running the relays must have BigFix agent installed.

- Configure the internet-facing relays in your BigFix deployment as authenticating
relays.

« Workgroup file servers and other server-quality computers that are always turned on

are good candidates for installing a relay.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/BigFix%20Relays
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/BigFix%20Relays
https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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« The BigFix relay must have a two-way TCP connection to its parent (which can be a
server or another relay).

« For BigFix Version 10 GA, the Fixlet to install the relay requires at least Internet
Explorer 5.0 or later versions to work correctly. For BigFix Version 10 Patch 1 and later,
this requirement is no longer needed.

« The BigFix relay cache size can be configured, but is set to 1GB by default. It is
recommended that you have at least 2 GB available for the relay cache to prevent hard
drive bottlenecks.

« It is recommended to have at least one Relay per geographic location for bandwidth
reasons.

« Consider throttling the bandwidth usage for Relays downloading files on very
slow pipes. It is recommended to throttle the bandwidth usage for Clients that
are connecting on dial-up or slow VPN connections. For more information about
bandwidth throttling, see https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/
wiki/BigFix%20Wiki/page/Bandwidth%20Throttling.

Setting up a relay

To set up a relay, you must designate a Windows, Red Hat Enterprise Linux, or Solaris

computer that is running a client to act as the relay.

The BigFix clients on your network detect the new relays and automatically connect to

them. To configure a client computer as a relay, run the following steps:

1. Log in to the BigFix console.

2. Open the Fixlets and Tasks icon in the Domain Panel and click Tasks Only.

3. Double-click the task labeled Install BigFix relay (it might include a version number
after it). This task is relevant when there is at least one client that meets the
requirements for the relay.

4. Choose your deployment option by selecting one of the actions in the task. You can

target single or multiple computers with this action.

After the relays have been created, Clients can be made to automatically discover and

connect to them, always seeking the Relay that is the fewest hops away.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Bandwidth%20Throttling
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Bandwidth%20Throttling
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Installing and upgrading a relay from the command
line
You can install or upgrade a relay from the command line using the set up. exe installer

command.

The same installer command is issued by the Install or Upgrade Relay Fixlet on the target

relevant clients.

For information about the set up. exe syntax and the available switches, for example /' s for

silent installation, see the following Microsoft article
This is the list of additional options that you can use when using the set up. exe installer:
RESTARTBESCLIENT

Set it to 0 to prevent the BES Client service from restarting while installing
or upgrading the relay. For example, if you want to install the relay in an
unattended mode but you want to prevent the client from starting while

processing you can run the following command:

setup. exe /s /v"RESTARTBESCLI| ENT=0 /gn"

STARTRELAYSERVICE

Set this option to 0 to prevent the BES Relay service from starting while
installing or upgrading the relay. For example, if you want to install the relay in
an unattended mode but you want to prevent it from starting you can run the

following command:

setup. exe /s /v" STARTRELAYSERVI CE=0 / gb"

Note: This option is available starting from BigFix version 9.5 Patch 3.

REBOOT

Set this option to Real | ySuppr ess if you want to prevent the relay machine

from rebooting. For example, if you want to install the relay in an unattended


https://support.microsoft.com/en-us/kb/227091
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mode but you want to prevent the system from rebooting you can run the
following command:

setup. exe /s /v"REBOOT=Real | ySuppress /qgn"

Assigning relays to clients

When you have set up a relay you must direct BigFix clients on your network to gather from

that relay, instead of from your server.

You can:

« Assign relays manually as it is described in the following topics:
> Assigning relay at client installation time (on page 364)
> Manually assigning relays to existing clients (on page 369)
« Assign relays automatically, that means to allow clients to identify the closest relay to
connect to, as it is described in the following topics:
o Automatically assigning relays at client installation time (on page 370)
> Automatically assigning relays to existing clients (on page 370)
If you select this method, you can also choose to exploit the relay affiliation
functionality. Using this functionality you create groups of affiliated clients and you
assign relays to the affiliation group. For more information about this functionality and

how to use it, see Using relay affiliation (on page 371).

For more information and considerations about automatic relay assignment, see

Notes about automatic relay assignment (on page 373).

Assigning relay at client installation time

By default, the BigFix clients are configured to connect to the main BigFix server at
installation time.

If you want you can configure the BigFix client to assign a specific BigFix relay at the time
of client installation. Depending on the client operating system, you must perform different

steps as described in the following topics:
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« Windows Clients (on page 365)
« UNIX Clients (on page 367)
» Mac Clients (on page 365)

Windows Clients

To set a relay, create a file named cl i ent set ti ngs. cf g in the BigFix Client installation

folder (setup.exe) with one of the following contents:

« The file can contain one line like the following:

| P=http://relay. domai n. com 52311/ bf mi r r or / downl oads/

which is automatically expanded out to define concurrently the following two settings

on the Client:

__Rel aySel ect _Automati c=0
__RelayServer1=http://rel ay. domai n. com 52311/ bf mi r r or / downl oads/

* You can directly define the two settings, optionally with other additional settings, such

as a secondary relay, for example:

__Rel aySel ect _Aut omati c=0
__RelayServerl1l=http://rel ay. domai n. com 52311/ bf nmi rr or/ downl oads/
__RelayServer2=http://rel ay2. domai n. com 52311/ bf mi rr or / downl oads/

Mac Clients

You can optionally use the cl i ent set ti ngs. cf g file to create custom settings on a Mac

Client, for example to assign the new Client to a specific parent relay.

Theclientsettings. cf g file must be available in the same directory as the PKG file and the

acti onsite. af xmfile.

To set a relay, create a file named cl i ent set ti ngs. cf g in the BigFix Client installation

folder with one of the following contents:
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« The file can contain one line like the following:

| P=http://rel ay. domai n. com 52311/ bf m rr or/ downl oads/

which is automatically expanded out to define concurrently the following two settings
on the Client:

__Rel aySel ect _Aut omati c=0

__RelayServer1=http://rel ay. domai n. com 52311/ bf mi r r or / downl oads/

* You can directly define the two settings, optionally with other additional settings, such
as a secondary relay, for example:

__Rel aySel ect _Aut omati c=0
__RelayServerl1l=http://rel ay. domai n. com 52311/ bf ni rr or/ downl oads/
__RelayServer2=http://rel ay2. domai n. com 52311/ bf m rr or/ downl oads/

The agent installer is launched via the Terminal program as a privileged user by running the
following command:

{sudo} /
Li br ary/ BESAgent / BESAgent . app/ Cont ent s/ MacOS/ BESAgent Cont r ol Panel . sh

The sudo command is not strictly needed but, authenticating as a Super User, you can
perform the installation with no problems. This script has a few options that are listed if you
run it without options.

Note:

« The QnA executable is also included in the client installation package. On

Macintosh clients, to use it you must launch the Terminal program and run:

{sudo} /Li brary/ BESAgent / BESAgent . app/ Cont ent s/ MacCS/ nA

The sudo command is optional but some inspectors run only if you are Super
User (root).
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 The agent uninstaller is available in the .pkg install. It is located in: / Li br ar y/
BESAgent / BESAgent . app/ Cont ent s/ MacOS/ BESAgent Uni nstal | er. sh
» The agent .dmg package is no longer available.
« If you want to use the Client Compliance API on the Mac OSX system, you

must request the client compliance library to the HCL Support team.

UNIX Clients

To assign a relay to your UNIX client at installation time, perform the following steps:

1. Create the bescl i ent . confi g file under / var/ opt / BESCl i ent / with the following

lines:

[ Sof t war e\ Bi gFi x\ Enterpri sed ient]
Enterpri seC ientFol der = /opt/BESC i ent

[ Sof t war e\ Bi gFi x\ Ent er pri seC i ent\ d obal Opti ons]
St oragePath = /var/ opt/BESC i ent
Li bPat h = /opt/BESC i ent/BESLi b

[ Sof t war e\ Bi gFi x\EnterpriseCient\Settings\Cient\_ RelayServer1]
effective date = [Enter current date and tinme in standard format]

value = http://rel ay. domai n. com 52311/ bf m rr or/ downl oads/

[ Sof t war e\ Bi gFi x\EnterpriseClient\Settings\Cient\ RelayServer?2]
effective date = [Enter current date time in standard format]

value = http://rel ay2. domai n. com 52311/ bf m rror/downl oads/

[ Sof twar e\ Bi gFi xX\Enterprisedient\Settings\Cient\ RelaySel ect Autonma
tic]
effective date = [Enter current date tinme in standard format]

value = 0


https://developer.bigfix.com/other/cc-api/
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2. Ensure that the directory and file are owned by root and are not writable by anyone
else. In this way, when you run the UNIX client installer to install the client, the installer
does not re-create or overwrite / var / opt / BESC i ent / bescl i ent . confi g with the

following settings:

[ Sof t war e\ Bi gFi x\ Enterpri sed i ent]
Enterprisedient Fol der = /opt/BESd i ent

[ Sof t war e\ Bi gFi x\ Ent er pri sed i ent\ d obal Opti ons]
St oragePath = /var/ opt/BESC i ent
Li bPath = /opt/BESC i ent/ BESLi b

3.Ineffective date = [Enter current date and tinme in standard format] set
the date and time. An example of the standard format of the date and time is the

following:

Wed, 06 Jun 2012 11:00:00 -0700

You cannot specify ef f ecti ve date = {now} because the {} brackets imply the use
of inline relevance, and now is a keyword.
4.Invalue = http://relay.domai n. com 52311/ bf mi rr or/ downl oads/ modify

rel ay. domai n. comto be your desired relay.

6 Tip: You can obtain and verify the current content of the bescl i ent. confi g by
assigning a relay manually for a particular Linux client, and then copying the

particular lines from its bescl i ent . confi g file to use on other systems.

Adding More Settings

To add other client settings during the installation of the new client, include a line for each

client setting to be set during client installation, for example, the file might look similar to:

__RelayServerl1l=http://rel ay. domai n. com 52311/ bf m rr or/ downl oads/
_BESC i ent I nspector_ActiveDi rectory_ Refresh_Seconds=43200
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_BESC i ent _Log Days=10

Note: On UNIX clients, the besclient.config file must contain the following sections

before any other client settings:

[ Sof t war e\ Bi gFi x\ Enterpri sed i ent]
EnterprisedientFol der = /opt/BESC i ent

[ Sof t war e\ Bi gFi x\ Enterpri sed i ent\ @ obal Opti ons]
St oragePat h = /var/opt/BESC i ent
Li bPat h = /opt/BESC i ent/ BESLi b

For more information about the client settings you can set, see Deploy the agent so that it

starts with specific settings.

Manually assigning relays to existing clients
You might want to manually specify exactly which clients must connect to which relay.

You can do this by performing the following steps:

1. Start the Console and select the BigFix Management Domain. From the Computer
Management folder, click Computers to see a list of clients in the list panel.

2. Select the set of computers you want to attach to a particular Relay.

3. Right-click this highlighted set and choose Edit Computer Settings from the pop-up
menu. As with creating the relays (above), the dialog boxes are slightly different if you
selected one or multiple computers.

4. Check the box labeled Primary Relay and then select a computer name from the drop-
down list of available Relay servers.

5. Similarly, you can assign a Secondary Relay, which will be the backup whenever the
Primary Relay Server is unavailable for any reason.

6. Click OK.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023298
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023298
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Automatically assigning relays at client installation time

As you install clients, you might want them to automatically discover the closest relay by
default.

Set this up by completing the following steps:

1. Open the Edit Computer Settings dialog by right-clicking any computer in the
computers list on the BigFix console.
2. Click the button labeled More Options.
3. In the Settings tab check the following settings:
« Relay Selection Method
« Automatically Locate Best Relay
. Select the Target tab.
. Click the button labeled All computers with the property.
. In the window below, select All Computers.
. Select the Constraints tab.
. Clear the Expires On box.
. Click OK.

O 00 N o o1 b

As new clients are installed, they now automatically find and connect to the closest relay

without any further action.

Automatically assigning relays to existing clients

You can configure clients to automatically find the closest relay and point to that computer

instead of the server.

This is the recommended technique, because it dynamically balances your system with
minimal administrative overhead. Clients can determine which relays are the fewest number

of hops away, so your topology is optimized.

This behavior is key when your network configuration is constantly shifting as laptops dock
and undock, as computers start up or shut down, or as new hardware is added or removed.
Clients can dynamically assess the configuration to maintain the most efficient connections

as your network changes.
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To make sure that your clients are set up to automatically discover relays run the following

steps:

1. Start up the Console and select the BigFix Management Domain. From the Computer
Management folder, click the Computers node to see a list of Clients in the list panel.

2. Shift- and ctrl-click to select the set of computers you want to automatically detect
relays. Press Ctrl-A to select the entire set of clients.

3. Right-click this highlighted set and choose Edit Computer Settings from the pop-up
menu. Depending on whether you selected one or more computers, the dialog boxes
are slightly different. Typically, you select all the Clients in your network, so you will
see the multiple-select dialog.

4. Check Relay Selection Method.

5. Click Automatically Locate Best Relay.

6. Click OK.

Using relay affiliation
Relay affiliation provides a more sophisticated control system for automatic relay selection.

The feature is very flexible and can be used in many different ways, but the primary use case

is to allow the BigFix infrastructure to be segmented into separate logical groups.

A set of clients and relays can be put into the same affiliation group such that the clients
only attempt to select the relays in their affiliation group. This feature is built on top of
automatic relay selection and you should understand that process (see the previous

section) before implementing relay affiliation.

Relay affiliation applies only to the automatic relay selection process. The manual relay
selection process (see next section) is unaffected even if computers are put into relay

affiliation groups.

Choosing relay affiliation group names

There are no predefined relay affiliation group names; you can choose any group names that

are logical to your deployment of BigFix.

Observe the following naming rules:
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« Do not use special characters (including ".") when choosing names
» Group names are not case-sensitive

« Leading and trailing white spaces are ignored in comparisons

The ordering of relay affiliation groups is important for the client. The asterisk (*) has a
special meaning in a relay affiliation list; it represents the set of unaffiliated computers.
Unaffiliated computers are clients or relays that do not have any relay affiliation group

assignments or have the asterisk group listing.

Note: The labels, defined in the client setting
_BESRel ay_Regi ster_Affiliation_AdvertisenentList and delimited by semi-

colon (;), must not be bigger than 64 characters.

For more information, see Relay affiliation.

Assigning clients to relay affiliation groups

Clients are assigned to one or more relay affiliation groups through the client setting:

_BESCl i ent _Register Affiliation_SeekLi st

Set the client setting to a semi-colon (;) delimited list of relay affiliation groups, for example:

Asi aPaci fic; Aneri cas; DWZ

Associating relays and server to affiliation groups

Relays and servers can be assigned to one or more affiliation groups through the client

setting:
_BESRel ay_Regi ster _Affiliation_Adverti senentLi st

Set also client setting to a semi-colon (;) delimited list of relay affiliation groups, for

example:

Asi aPaci fi c; DVZ; *


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0075920
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Note: Relays and servers are not required to have a SeekList setting. The SeekList is

used only by the client.

Notes about automatic relay assignment

The BigFix clients use a sophisticated algorithm to calculate which relay is the closest on
the network.

The algorithm uses small ICMP packets with varying TTLs to discover and assign the most
optimal relay. If multiple optimal relays are found, the algorithm automatically balances
the load. If a relay goes down, the clients perform an auto-failover. This represents a major
improvement over manually specifying and optimizing relays. However, there are a few

important notes about automatic relay selection:

« ICMP must be open between the client and the relay. If the client cannot send ICMP
messages to the relays, it is unable to find the optimal relay (in this case it uses the
failover relay if specified or picks a random relay).

« Sometimes fewer network hops are not a good indication of higher bandwidth. In
these cases, relay auto-selection might not work correctly. For example, a datacenter
might have a relay on the same high-speed LAN as the clients, but a relay in a remote
office with a slow WAN link is fewer hops away. In a case like this, manually assign the
clients to the appropriate optimal relays.

« Relays use the DNS name that the operating system reports. This name must be
resolvable by all clients otherwise they will not find the relay. This DNS name can be
overridden with an IP address or different name using a task in the Support site.

« Clients can report the distance to their corresponding relays. This information is
valuable and should be monitored for changes. Computers that abruptly go from one

hop to five, for example, might indicate a problem with their relays.

Adjusting the BigFix Server and Relays

To get the best performance from BigFix, you might need to adjust the server and the relays.



Installation Guide | 13 - Managing relays | 374

There are two important ways of adjusting the flow of data throughout your network,
throttling and caching:

Throttling Outgoing Download Traffic

Throttling allows you to set the maximum data rate for the BigFix Server. Here

is how to change the data rate:

1. Open Fixlets and Tasks icon in the Domain Panel navigation tree and
then click Tasks Only.

2. In the find window above the Tasks List, type "throttle" to search for the
appropriate Task.

3. From the resulting list, click the task labeled Server Setting: Throttle
Outgoing Download Traffic. A task window opens below. Make sure the
Description tab is selected. There are three choices:

« Set the limit on total outgoing download traffic. This choice
allows you to directly set the maximum number of kilobytes per
second you want to grant to the server.

- Disable the setting. This option lets you open the download traffic
on the BigFix Server to full throttle.

« Get more information. This option opens a browser window with
more detailed information about bandwidth throttling.

4. If you select a throttle limit, then from the subsequent Take Action
dialog you can select a set of computers to throttle. Click OK to
propagate the task.

Download Cache Size

BigFix Servers and Relays maintain a cache of the downloads most recently

requested by Clients, helping to minimize bandwidth requirements.

1. Open Fixlets and Tasks icon in the Domain Panel navigation tree and
then click Tasks Only.

2. In the find window above the Tasks List, type "cache" to search for the
appropriate Task.
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3. From the resulting list, click the task labeled Relay / Server Setting:
Download Cache Size. A task window opens below. Make sure the
Description tab is selected. Select the link to change the download
cache size on the listed computers. This list might include Relays as
well as the BigFix Server.

4. Enter the number of megabytes to cache. The default is 1024 MB, or one
gigabyte.

5. From the subsequent Take Action dialog, select a set of computers and
click OK.

Assigning a relay when the server is unreachable

After you install the client, it connects to and registers with the main BigFix server.

After the client registers with the main server, a master operator can assign the client to
a primary relay as well as configure it to fail over to a secondary relay if the primary relay

becomes unavailable.

In some cases, when the client is installed, it might be unable to reach the main server
directly across the local area network or Internet. For example, if the client workstation is in
a remote office and cannot make a connection through the enterprise firewall to reach the
main server. In this case you must set up a DMZ relay that has been given access through a

hole in the firewall. For more information, see Setting Internet Relays (on page 375).

You must also deploy the remote office client installer with a configuration file to set the
client primary relay during installation. Specify the primary relay in the configuration file
to register the client with a relay that it can connect to (such as the DMZ relay). For more

information see Assigning Relay at Client Installation Time (on page 364).

Setting up internet relays

You can configure your relays to manage clients that are only connected to the Internet

without using VPN as if they were within the corporate network.

Using this approach, you can manage computers that are outside the corporate network (at

home, in airports, at coffee shops, and so on.) using BigFix to:
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* Report their updated properties and Fixlet status.
« Enforce new security policies defined by a Console operator.

 Accept new patch or application deployments.

This configuration is especially useful for managing mobile devices that might often be
disconnected from the corporate network. The following picture shows a typical Internet-

based relay, as it might exist in a DMZ network:
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Internet
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Setting up an Internet-facing relay enables external clients to

our picture the clients can select the following types of relay:

find and connect to a relay. In
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- Manual Relay Selection: Clients can be configured using the console to manually
select the Internet-facing relay DNS-alias (or IP address) as their primary, secondary,
or failover relay. For more details about the failover relay setting, see Registration.

« Automatic Relay Selection: If ICMP traffic has been allowed from the Internet to a
DMZ-based Internet relay, then automatic relay selection can be leveraged to allow
clients to find the closest relay as they move from location to location (either within
a corporate network or on the Internet). For external clients on the Internet, the only
relay they are able to find and connect to is the Internet-facing relay (because ICMP

traffic from the Internet would be blocked to the relays within the corporate network).

Note: You can use the feature Relay Affiliation to configure clients to find the
most appropriate relay. For more details, see Relay affiliation and https://
bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/
page/Relay%20Affiliation.

This is how the relays, clients, and firewalls are configured in a typical internet-based BigFix

relay architecture:

1. Arelay is deployed in a DMZ and the internal DMZ firewall allows only BigFix traffic
(HTTP Port 52311) between the DMZ relay and a designated relay within the
corporate network. The design above suggests bidirectional traffic as opposed to only
allowing the Internet-facing relay to initiate network connections to the relay within
the internal corporate network. This enables quicker client response times because
immediate notifications of new content are made to the Internet-facing relay thus
maintaining a real-time synchronization of content. If the bidirectional communication
between the Internet-facing BigFix relay and the relay in the corporate network is not
allowed, the Internet-facing relay must be configured to periodically poll its parent
(the relay within the corporate network) for new content. For more details about
configuring command polling, see Command polling .

2. BigFix deployments that include internet-facing relays that are not configured
as “authenticating” are prone to security threats. Security threats in this context

might mean unauthorized access to the relays and any content or actions, and


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0075920
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Relay%20Affiliation
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Relay%20Affiliation
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Relay%20Affiliation
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download packages associated with them or to the Relay Diagnostics page that might
contain sensitive information (for example: software, vulnerability information, and
passwords). When a relay is configured as authenticating, only the BigFix clients in
your environment can connect to it and all the communication between them happens
through TLS (HTTPS). This configuration also prevents any unauthorized access to

the Relay and Server diagnostics page.

For instructions on how to set the internet-facing relays as authenticating, see
Authenticating relays.

. After relay communication is established between the DMZ and the internal corporate
network, the external firewall also has to be opened to allow Internet-based client
traffic (HTTP port 52311) to reach the DMZ relay. In addition, allowing ICMP traffic
through the external firewall to the Internet-facing relay can aid in the external client
auto-relay selection process.

. A DNS-alias (or IP address) is assigned to the relay that enables external clients to
find the DMZ-based Internet relay. The DNS-alias must be resolvable to a specific IP
address.

. To make the relay aware of the DNS-alias (or IP address) deploy the BES Relay Setting:
Name Override Fixlet to the DMZ-based Internet relay.

. Disable the relay diagnostics for Internet relays (by configuring

_BESRel ay_Di agnost i cs_Enabl e) or password-protect the page (by configuring
_BESRel ay_Di agnost i cs_Passwor d). For details about the configuration settings, see

Relay diagnostics.

For more information about relay diagnostics, see Relay and Server diagnostics.

. With the entire BigFix communication path established from the Internet through the
DMZ-based Internet relay and ultimately to the main server, the next step depends on
the various relay selection methods available in a given BigFix infrastructure.

. Dynamic Policy Settings can be applied to Internet-based clients to allow for
configurations better suited to external agents. For example, because the normal
notification method (a UDP ping on port 52311) for new content might not reach

external clients, dynamic settings can be used to have clients check for new content


http://bigfix.me/cdb/fixlet/519
http://bigfix.me/cdb/fixlet/519
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more frequently than the default period of 24 hours. For more information on setting
up command-polling, see Changing the gather interval for a BigFix Client via the

command polling client settings.

Related reference

List of settings and detailed descriptions
Related information
Relay diagnostics

Authentication

BigFix Configuration Settings

Viewing which relay is assigned to a client

How to see which clients are selecting which relays.

Run the following steps:

1. Start up the console and select the BigFix Management Domain.

2. From the Computer Management folder, click Computers to see a list of clients.

3. Look in the Relay column in the List Panel (this column might be hidden; in which case
you might need to right-click the column headings and make sure Relay is checked).
The BigFix Relay columns show information including the Relay method, service, and

computer.

By default, the clients attempt to find the closest relay (based on the fewest number of

network hops) every six hours.

Viewing the relay chain on the client

Starting from Version 9.5 Patch 13, the capability to view the relay chain on a specific BigFix

client was added to the product.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023210
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023210
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To use this capability, both the client and the relay/server must be at Version 9.5 Patch 13
level or later. The purpose of this capability is to allow the client to trace his relay chain for

each registration.

The relay chain information is stored within a new client folder named Rel ayChai n located
under the BESCl i ent/ _BESDat a/ _d obal client directory.

The Relay chain information is saved each day into a text file and each file follows the

naming convention "yyyymmdd.txt"
Where:
yyyymmdd

Represents the year, month and day on which the relay chain information was
saved.

A Sample TXT file is displayed below:

At 05:05:13 +0100 - S - s:11668927(server _host nane) -
r: 6843826(rel ayl host nane)
- r:1083414982(rel ay2 hostnanme) - c¢:12183892(client host nane)
At 11:05:10 +0100 - S - s:11668927(server _host nane) -
r: 6843826(rel ayl host nane)
- r:1083414982(rel ay2_hostnane) - c:12183892(client_host nane)
At 12:13:34 +0100 - S - s:11668927(server _host nane) -
r:1083414982(r el ay2_host nane)
- €:12183892(cl i ent _host nane)

Note:

« If the computer ID is related to the server, it will be preceded by s:
« If the computer ID is related to the relay, it will be preceded by r:

« If the computer ID is related to the client, it will be preceded by c:

Each Relay chain information follows the same pattern:
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comput er | D( conmput er _host nane)

Each Relay chain TXT file follows the same pattern:

At [hh:mm ss] [local _zone] - [registration_response] -
[ comput er | D_1( host nane) ]
-[conputerI D 2(hostnane)] - ... - [conputerl D 3(hostnane)]
Where:
hh:mm:ss
The time on which the registration occurred.
local_zone
The related time zone.
registration_response

The status of the registration. It can have two values: S for a successful

registration. F for a failed registration.
computerlD_1(hostname)

(Successful registration) It is the BigFix server.
computerlD_2(hostname)

(Successful registration) It is the top-level relay that connects directly to the

BigFix server.

(Successful registration) The child relays follow, if present in your

environment.
computerlD_3(hostname)

(Successful registration) It is the client that connects to the relay, or child relay

if present in your environment.
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The maximum amount of TXT files saved within the new client folder named
Rel ayChai n can be specified by using a new configuration setting named
_BESC i ent _Rel ay_Chai n_Days.

For more details about the setting, see Relay Management.

Failed Registration Scenario 1

In the following example, if the relay chain is not available, the string N A is displayed
instead of the computer ID. This error occurs, for example, when the client is at Patch 13

level and the relay/server is at an older level.

A Sample TXT file is displayed below:

At 23:36:01 +0100 - F - NA

Failed Registration Scenario 2

In the following example, the error Get URL Fai | ed refers to a failed registration caused by a

communication issue between two components inside the relay chain.

A Sample TXT file is displayed below:

At 08:04:55 +0100 - F - GetURL Fail ed

Failed Registration Scenario 3
In the following example, the registration failed at Relay with ID 6843826.

A Sample TXT file showing the relay chain is displayed below:

At 16:25:44 +0100 - F - r:6843826(rel ayl host nane)
- r:1083414982(rel ay2_hostnane) - c:12183892(client_host nane)

Viewing the relay chain on the BigFix server

After running the Fixlets named "TROUBLESHOOTING: Run BES Client Diagnostics" on
Windows and "TROUBLESHOOTING: Run BES Client Diagnostics (Linux/UNIX/Mac)"
on Linux and macOS, the BESClient data is uploaded to the BigFix server in the Upload
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Manager directory. Among other data, also the relay chain information of the client gets

uploaded.
You can view the client relay chain information in the following BigFix server directory:
Windows
BigFix_Server_installation_path\UploadManagerData

Where the server installation path is by default C: \ Program Fi | es
(x86)\ Bi gFi x Enterprise\BES Server

Linux
BigFix_Server_installation_path/UploadManagerData

Where the server installation path is by default / var / opt / BESSer ver



Chapter 14. Introduction to Tiny Core Linux -
BigFix Virtual Relay

Follow the step-by-step sequence of operations needed to build the virtual machine, from
the downloading of the ISO image to the complete setup and configuration of the BigFix

Virtual Relay.

You can use Tiny Core Linux - BigFix Virtual Relay to deploy new relays throughout your

virtual enterprise in a cost-effective way.

Deploy a Virtual Relay, based on the Tiny Core Linux platform, to achieve the following

benefits:

» Low number of security exposures, because a minimal set of services is installed and
required.

« Low number of resources, because a reduced amount of RAM/CPU/HD is required.

« Low maintenance and deployment efforts are needed.

« Possibility to deploy either a single virtual relay instance by using the manual
deployment or to deploy a big number of instances by using the auto-deployment

feature.

Architectural overview

Tiny Core Linux (TCL) runs from a RAM copy created at boot time.

Besides being fast, Tiny Core Linux protects system files from changes and ensures a
pristine system on every reboot. Tiny Core Linux is easy, fast, simple to be renewed, and
stable.

The TCL solution is a mini Linux distribution, which provides the following advantages:

« A minimal set of services installed by default.
« The capability to easily and quickly customize the base core system with new

extensions.

To have a BigFix Virtual Relay up and running, the following additional libraries are required:
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* acl.tcz

e attr.tcz

* syslinux.tcz
* nspr.tcz

* nss.tcz

* popt.tcz

« tzdata.tcz

* sqlite3.tcz

Note:

You can download the libraries listed in the table from the following website:
http://distro.ibiblio.org/tinycorelinux/

In the Downloads section.

The BigFix Virtual Relay uses a RAM disk for the core operating system files. The Linux
Kernel cor e. gz loads the virtual machine at boot time, which gets extracted directly into the
RAM disk. The core. gz is distributed as part of the Tiny Core Linux product and contains

the root file system and system support applications.
The BigFix client and relay are supplied as Tiny Core extensions.

You can deploy the BigFix Virtual Relay by:

1. Creating a virtual machine and installing Tiny Core Linux on it, as described in Phase 1
- Configuring the Tiny Core Linux virtual machine (on page 387).

2. Creating a virtual machine template that is needed to deploy the BigFix Virtual Relay,
as described in Phase 2 - Preparing the BigFix Virtual Relay template (on page 395).

3. Using the template, deploying the BigFix Virtual Relay instance, as described in Phase
3 - Configuring the BigFix Virtual Relay instance (on page 405).

The deployment can be separated into phases.


http://distro.ibiblio.org/tinycorelinux/
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Phase 1 - Configuring the Tiny Core Linux virtual
machine

In Phase 1, you set up a virtual machine with the Tiny Core Linux operating system that can

instantiate the BigFix relay.

The setup process comprises three steps:

1. Download the ISO image.
2. Create a virtual machine.

3. Install Tiny Core Linux on the virtual machine.

Downloading the ISO image
The ISO image is available at http://tinycorelinux.net.

In the Downloads section, select a version supported by BigFix, and download the related

CorePlus .iso file.

For an updated list of TinyCore versions supported by BigFix, refer to the Detailed system

requirements page.

Creating a virtual machine
Starting from your ESXi hypervisor, create a new virtual machine.

Complete the following steps:

1. Create a new Custom virtual machine.
2. Provide the virtual infrastructure specific information depending on your environment,
such as:
« Name and location (for example: Specify "Template BigFix VR")
 Host and cluster
« Resource pool
* Data store
« Virtual machine version. Choose the latest version.
3. Provide the virtual machine settings. Set the guest operating system by selecting

Linux and specify the Other 2.6.x Linux (32-bit) as minimum version. This choice


http://tinycorelinux.net/
http://tinycorelinux.net/downloads.html
https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
https://help.hcltechsw.com/bigfix/10.0/platform/Platform/Installation/c_spcr_platform.html
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allows you to use the VMware Tools. The last tested configuration is Tiny Core 12.0
with "Other 4.x Linux (32-bit)".
4. Specify the virtual machine resources:

- For details about the BigFix Relay resources configuration, refer to the Capacity
Planning Guide at BigFix Performance & Capacity Planning Resources.

« According to your available networks, select the name of your network and
select VMXNETS3 as its adapter. This choice allows you to use the network
driver provided by VMware Tools.

« Set the disk size according to your needs and choose IDE 0 as "Virtual Device
Node". IDE is the only supported Virtual Device Node.

5. From the summary panel, review the configuration displayed, enable the editing of the
virtual machine settings, and click Continue.
6. Edit the virtual machine settings to mount the CorePlus ISO image previously
downloaded:
a. Browse the data store for the I1SO file that you downloaded from http://
tinycorelinux.net
b. Enable the DVD-ROM to be connected to the virtual machine at startup time.
c. Click Finish.

Installing Tiny Core Linux on the virtual machine
Start the virtual machine that you created and follow these steps.

Choose the installation option shown in the following screen capture:

Lore plus networking, installation, and remastering.

Boot Core Plus with defawult FLHM topside.
Boot Core Plus with Joe’'s Hindow Manager.
Boot Core Plus with ICE Window Manager.
e = Wilith
t Core s With

Core With Openb
Wwith FLHM
only X-G

Boot Core with X-/GUIL

Boot Core wWwith X-/GUI

Boot Core to command 1

Boot Core Wwithout edmbedded ext



https://bigfix-mark.github.io/
http://tinycorelinux.net/
http://tinycorelinux.net/
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Run the Tiny Core installer by clicking TC_Install:

Start the Tiny Core installation and follow these panels to install it on an empty hard drive:
Leave the pre-filled path as core.gz (default path).

Select the check box Whole Disk and select sda as the core disk.
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Tiny Core Instalation Q@ﬁ@;
Timy Core Installation

Path to core.gz:
|.F mntfsrdfbootcore.gz

lv Frugal _IUSB-HOD _IUSB-ZIP
| ¥ Whole Disk —\Existing Partition

Select disk for core

tiark Partition Active (bootahle
v Install boot loader

Note: Frugal is the typical installation method for Tiny Core Linux. You basically
have the system in two files, vmlinuz and core.gz, whose location is specified by the

boot loader.

Any user files and extensions are stored outside the base operating system.

Format the new partition. It is recommended that you select the ext4 option to support the

Linux permissions.



Installation Guide | 14 - Introduction to Tiny Core Linux - BigFix Virtual Relay | 391

If you want to use additional boot codes, such as screen resolution or keyboard mapping,

enter them now.
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Core Installation

Tiny Core accepts the following persistence options:

tce={hdal|sdal} Specify Restore TCE apps directory
restore={hdallsdallfloppy} Specify saved configuration location
waitusb=¥ Wait ¥ seconds for slow USBE devices
swapfile{=hdall} Scan or Specify swapfile

home={hdal | sdal} Specify persistent home directory
opt={hdallsdal} Specify persistent opt directory
local={hdallsdal}t Specify PPI directory or loopback file
lat=yyy,lst Load alternate static yyy,lst on boot
mydata=yyyy Specify alternate backup file name
baze Skip TCE load only the base system
norestore Turn off the automatic restore
safebackup Saves a backup copy (mydatabk,tgz)
showapps Display application names when booting
VgasTxx 7xx from table (See below)

rat 1 m

Enter Spaces Separated Options From Examples Above,
These can be edited later on via your bootioader config.

home=sdal opt=sdai

e

Set the location of the persistent home directory home=sda1.

Set the location of the persistent opt directory opt=sda1.

Note: These two directories become persistent when managing these two file
systems.
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Select the Core Only (Text Based Interface) option to have a virtual machine with only the
CLI.
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L3
Timy Core Installation

source: fmnt/sri/boot/core.gz
Type: frugal

Target sda

Formatextd

Options: home=sdal opt=sdal
Install Core Only (text mode)

If everything is OK, click Proceed.

The time required varies depending on the size of your hard drive.
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Tiny Core Installation

YWriting zero’s to beginning of /dev/sda
Partitioning /dew/sda

fdevisda

Formatting fdew'sdal

L D="5c3de 1 03-2 1 Ba-4ed6-ba49-35a 1 90f62956"
Appling extlin,

Setting up core image on /mnt'sda)

Installation has completed

Tiny Core Linux is now installed.
Restart the machine by clicking Exit, selecting Reboot, and clicking OK.

By choosing to reboot, you ensure the data persistence. Do not use Shutdown at this stage.

Phase 2 - Preparing the BigFix Virtual Relay template

After installing Tiny Core Linux on the virtual machine, shut down the virtual machine.

Edit the properties to connect the BESRel ay- x. x. x. xx-tcl . i 686. i so file:
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1. Browse the path where you downloaded and saved the ISO image.
2. Select the BESRel ay- x. x. x. xx-tcl . i 686. i so file.
3. Click OK.

Start the virtual machine.

After starting the virtual machine, launch the setup to configure the template from the

command line:

1. Mount the BigFix ISO image by running: mount / mt/sr0/
2. Untar the tar file provided in the ISO image by running: tar -xvf /mt/sro0/
bessetup. tar

3. Launch the setup by running the . / set up command.

“$ mount srntssra
$ tar -xvf /mnt-/srB-bessetup. tar

sSetup. tcz

/ wp
c@box:"% .- setup

The Virtual Machine Template Configuration Tool displays.

Specify if you are using the network or a local folder for the complete template setup:

BigFix Relay - Virtual Machine Template Configuration Tool

This tool enables you to configure the BigFix Relay virtual machine template

Specify if you use a network configuration or a local folder to locate the requi
red prerequisites

Use Network: [yinl _

Note: The entire setup is performed either using the network or a local folder. Both

are used to customize the virtual relay template.
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If you specified "n" (no), see Template setup and customization from a local folder (on page
397).

If you specified "y" (yes), see Template setup and customization from the network (on page
400).

Template setup and customization from a local folder
How to create and customize the template using a local folder.

To use this option, you must have previously downloaded all the required files needed for
the:

« Operating system prerequisites (mandatory to install and run the Virtual Relay).
- Masthead configuration (optional).

« VMware Tools configuration (optional).

For details about the operating system prerequisites, see Architectural overview (on page
385).

For the masthead configuration, ensure that you retrieve, from the BigFix server (or relay),

the acti onsi t e. af xmfile.

For details about the VMware Tools prerequisites, see VMware and Open VM tools (on page
413).
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BigFix Relay - VUirtual Machine Template Configuration Tool

This tool enables you to configure the BigFix Relay virtual machine template

Specify if you use a network configuration or a local folder to locate the requi
red prerequisites

Use Network: [yinl n

Local Folder: [1 /rmnt/srB

Instances customization

Do you want to configure the masthead now? [yinl y

Do you want to configure the UMlare tools now? [ypinl y_
The Masthead file was found
The Virtual Relay prerequisites were found
The UMHare tools prerequisites were found

Do you want to enable the Virtual Relay Instance Auto-Deployment mode? [ypinl] _

Note: Depending on which selections you made in the configuration tool, if
some required prerequisites cannot be located in the local folder specified, the
configuration tool displays warnings or error messages stating which prerequisites

are missing and which configurations cannot be performed.

In the previous panel, you must:

« Specify if you want to install the masthead file.

« Specify if you want to install the VMware Tools.

If you specified "y" (yes) to both the previous selections, the following choice is displayed:

Do you want to enable the Uirtual Relay Instance Auto-Deployment mode? [pinl _

Choose if you want to enable the automated deployment.
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Note: Only if you choose to not enable the automated deployment (Auto-
Deployment mode), you have the possibility to decide if you want to configure the
manual deployment of the virtual relay instances in DHCP mode or using the static
IP parameters. If you decide to enable the automated deployment, this choice is not
displayed.

The virtual relay instances will be deployed according to the choice you make.

For more details about the two different types of deployment, automated or manual, see
Phase 3.

If you specified "y" (yes) to the Auto-Deployment mode, enter the user password required by

the tc user:

Enter the password required by the tc user

Changing password for tc
New password:

If you specified "n" (no) to the Auto-Deployment mode, you must choose if you are using the

DHCP mode or the static IP address for the deployment of the instances:

Do you want to configure the Instance manual deployment in DHCP rmode? [yinl _

If you specify "y" (yes) to the DHCP mode, the instances will be deployed requiring only the

host name; the network settings will be automatically in DHCP mode.

If you specify "n" (no) to the DHCP mode, the instances will be deployed requiring the host

name and the network parameters.

Enter the country code related to your time zone and, if your country has more than one time

zone, enter the appropriate number for the time zone that you want to set.
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Time zone setup

Enter the country code to set the time zone: [1 it

Countries list:

1 - Europe~Rome
Enter the number specific for your time zone: [1 1
The time zone was changed to EuropesR

Is the time zone correct? I[yinl _

The operating system automatically creates a swap area to optimize the template creation.

Operating System tuning

/mnt/sdal/tcesboot/extlinux is device /dev/sdal

Creating the swap file

2897152+8 records in

2897152+8 records out

2147483648 bytes (2.8GB) copied, 4.926358 seconds, 415.7MBs/s

The swap file was created successfully.
BigFix Relay - The Virtual Machine Template was successfully installed.

When the operation is completed, the template is successfully installed and you can power
off the virtual machine as follows:

tedvirtualrelay:™% sudo poweroff_

Template setup and customization from the network

To use this option, you must have Internet access from the virtual machine on which you are
configuring this template.
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BigFix Relay - Virtual Machine Template Configuration Tool

This tool enables you to configure the BigFix Relay wvirtual machine template

Specify if you use a network configuration or a local folder to locate the requi
red prerequisites

Use Network: [yinl v
Network Configuration
Configure the network settings used by the virtual machine template.

Use DHCP: [yinl _

If you specified "n" (no) to the Use DHCP option, enter the static IP parameters of your

network.

Enter the required parameters or press ENTER to confirm the values displayed.
Enter the IP Address: [] 1A.1.57.18

Enter the Subwmet Mask: [1 255.255.255.H

Enter the Broadcast Address: [18.1.57.2551]

Enter the Gateway IP Address [1 18.1.57.25%4

Enter the Primary DNS Server IP Address: [1 18.1.57.1

(Optional) Enter the Secondary DNS Server IP Address: [1]

Use Proxy: [ypinl v

Enter the Proxy IP Address: [1 18.1.57.2
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Enter the Proxy Port: [1 12

Enter the Proxy User: [1]

Review the entered parameters and wverify if they are correct.

Use DHCP: n
IP Add

Hetmask
Broadcast:

Gateway:

» 18.1
ort: 1234

Is the configuration correct? [yinl

Confirm that the network configuration is correct by entering "y" (yes).
Otherwise, enter "n" (no) to restart the parameter input.

If you specified "y" (yes) to the Use DHCP option, ensure that the DHCP server of your

network is up and running.

Review the entered parameters and verify if they are correct.

Use DHCP: y

Is the configuration correct? [yinl

To customize the instance template, complete the following selections:

« Specify if you want to install the masthead file.

« Specify if you want to install the VMware Tools.

Instances customization

Do you want to configure the masthead now? [yinl u

Do you want to configure the UMHare tools now? [yinl v

If you specified "y" (yes) to both selections, the following choice is displayed:
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Do you want to enable the Uirtual Relay Instance Auto-Deployment mode? [pinl _

Choose if you want to enable automated deployment.
The virtual relay instances will be deployed according to the choice you make.

For more details about the two different types of deployment, automated or manual, see
Phase 3.

If you specified "y" (yes) to the Auto-Deployment mode, enter the user password required by

the tc user:

Enter the password required by the tc user

Changing password for tc
Mew password: _

If you specified "n" (no) to the Auto-Deployment mode, you must choose if you are using the

DHCP mode for the deployment of all future instances:

Do you want to configure the Instance manwal deployment in DHCP mode? [ypinl _

If you specified "y" (yes) to the DHCP mode, the instances will be deployed requiring only the

host name; the network settings will be automatically in DHCP mode.

If you specified "n" (no) to the DHCP mode, the instances will be deployed requiring the host

name and the network parameters.

If during the template creation you specified "y" (yes) for the masthead setup, the following

panel is displayed:
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Masthead Installation

BigFix Serwver (or Relay) IP Address: [1 18.1.57.28

BigFix Serwver (or Relay) Deployment Port Number: [523111 _

Enter the BigFix server parameters, IP address and port number.

Note: Even if you specify the relay IP address, the Virtual Relay will connect directly

to the server and not to the indicated relay.

Enter the country code related to your time zone and, if your country has more than one time

zone, enter the appropriate number for the time zone that you want to set.

Time zone setup
Enter the country code to set the time zone: [1 it
Countries list:

1 - EuropesRome
Enter the number specific for your time zomne: [1 1
The time zone was changed to Europe.

Is the time zone correct? I[yinl _

The operating system automatically creates a swap area to optimize the template creation.

Operating System tuning

/mnt/sdal/tcesboot/extlinux is device /dev/sdal

Creating the swap file

2897152+ records in

2097152+ records out

2147483648 bytes (2.8GB) copied, 4.926358 seconds, 415.7MB/s

The swap file was created successfully.
BigFix Relay - The Virtual Machine Template was successfully installed.
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When the operation is completed, the template is successfully installed and you can power

off the virtual machine as follows:

tcavirtualrelay:™ 8 sudo poweroff_

Creating the BigFix Virtual Relay template
After the virtual machine was powered off, you can generate the virtual machine template.

Complete these steps from the Virtual Center:

1. Right-click the virtual machine that you created.

2. Select Template > Convert to Template.

Phase 3 - Configuring the BigFix Virtual Relay instance

Depending on the choice you made when creating the template (manual deployment or

auto-deployment), the method of deploying future virtual relay instances changes.

From the template, deploy the virtual machine according to your specific virtual center

architecture, in terms of data store and network availability.

In case of auto-deployment, see Deploying a new BigFix Virtual Relay instance by using
Auto-Deployment (on page 405).

In case of manual deployment, see Manually deploying a new BigFix Virtual Relay instance

(on page 407).

Deploying a new BigFix Virtual Relay instance by using Auto-
Deployment

You can use this function to automatically deploy a consistent number of virtual relays

based on the template created in Phase 2 by answering "y" (yes) to the option "Do you want

to enable the Virtual Relay Instance Auto-Deployment mode?".
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To deploy with the Auto-Deployment mode, you must create a script that automatically
instantiates the virtual machines and provides the correct configuration files for each virtual

machine.

In case of auto-deployment, some configuration files are needed to deploy the instance.
Before the virtual machine receives the required configuration files, it remains in a waiting

state.

To use the auto-deployment mode, the following three configuration files are required:

* bescl i ent. confi g which must be copied into the / var/ opt / BESC! i ent local
directory.

* besr el ay. confi g which must be copied into the / var / opt / BESRel ay local
directory.

* net wor k. conf which must be copied into the / opt / bi gFi x/ conf i g local directory.

The first two files contain some additional properties for the client and relay configurations.

For the content of these files, see BigFix Platform on HCL Knowledge Center.

Note: The bescl i ent . confi g and besrel ay. confi g files are optional files. The
client uses the default files if they are not provided. You must provide them only if
you want to customize the virtual relay at startup time. For example, if you want to
connect the virtual relay to another relay and not to the BigFix server, which is the

default behavior.

The network.conf file contains the details about the network parameters of the deployed
instances. It defines if the machine should start in DHCP mode or by using static IP
settings. It must be the last configuration file to be copied. For details about the two

different net wor k. conf templates, see Auto-Deployment (on page 415).

After receiving the configuration file, the instance automatically starts the BESRelay and
the BESClient services and registers with the BigFix server or with the relay specified in the

previously defined configuration file.

The auto-deployment is particularly useful because:
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* No further configurations are required.

« It allows an easy and rapid multiple deployment.

Note: Before enabling the auto-deployment mode, ensure that you have
installed vSphere PowerCLI, needed to copy the net wor k. conf file and the other

configuration files.

Manually deploying a new BigFix Virtual Relay instance
In case of manual deployment, the network parameters request is automatically displayed.

If you specified "y" (yes) to the DHCP mode when creating the template, you are required to
enter the host name used by the virtual machine instance and review the displayed DHCP

information.

BigFix Relay - Uirtual Machine Instance Configuration Tool

This tool enables you to configure the BigFix Relay wvirtual machine instance

Network Configuration
Configure the network settings used by the virtual machine instance.

Host name (FODN): []1 virtualrelay.yourcompany.com_
Use DHCP: y

If you specified "n" (no) to the DHCP mode when creating the template, you are required
to enter the host name used by the virtual machine instance and all the related network

parameters.

BigFix Relay - Virtual Machine Instance Configuration Tool

This tool enables you to configure the BigFix Relay virtual machine instance
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Enter the static IP parameters of your network.

Network Configuration
Configure the network settings wused by the virtwal machine instance.

Enter the fully qualified domain name (FUODN) used by this Wirtwual Relay instance

Host name (FODN): [1 virtwalrelay.yourcompany.com

Specify if you regquire DHCP to create the instance.

Use DHCP: [yinl n

Enter the required parameters or press ENTER to confirm the walues displayed.
Enter the IP Address: []1 1H.1.57.25

Enter the Subnet Mask: [1 255.255.255.8

Enter the Broadcast Address: [18.1.57.255]

Enter the

Enter the Primary DNS Serwver IP Address: [1 168.1.57.1

(Dptional) Enter the Secondary DHS Server IP Address: [1

Review or confirm that the displayed parameters are correct by pressing ENTER.

Review the entered parameters and verify if they are correct.

Hostna virtualrelay.yourcompany. com
se DHC
IP Addre

Primary I
Secondary DHNS:

Is the configuration correct? [yinl _

Confirm that the network configuration is correct by entering "y" (yes).

If during the template creation you specified "'n" (no) for the masthead setup, the following

panel is displayed:
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Masthead Installation

BigFix Serwver (or Relay) IP Address: [1 18.1.57.28

BigFix Serwver (or Relay) Deployment Port Number: [523111 _

Enter the BigFix server parameters, IP address and port number.

Note: You cannot provide as an input into the configuration procedure of Tiny Core
an authenticating relay (_BESRelay_Comm_Authenticating=1), because the current
configuration procedure does not allow you to enter the password required to
perform a registration to an authenticating relay. Therefore, the first parent relay of a
Tiny Core relay cannot be an authenticating one. But once registered, the Tiny Core
relay can be moved as a child of an authenticating relay and it can be configured to

be itself an authenticating relay.

Note: Even if you specify the relay IP address, the Virtual Relay will connect directly

to the server and not to the indicated relay.

The instance was configured successfully and the BESClient and the BESRelay services

begin to start.

BigFix Relay - The Virtual Machine Instance was successfully installed.

Successfully started the BigFix BESRelay

Successfully started the BigFix BESClient

Log in as tc user.

After logging in, the following information is available:
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* The Virtual Relay name.
« The BigFix server IP address.

« The VMware Tools status (Running, Not running, Not installed).

BigFix Relay - Virtual Machine Instance
UVirtual Relay: virtualrelay
BigFix Server or Relay: 18.14.77.36

UMlare tools : Running with pid 1287

tc@virtualrelay:™$

You can check the status of the BESClient and the BESRelay services as follows:

tcanc189158:7¢ setcsinit.d/besrelay status
The IBM BigFix BESRelay is rumnning: (pid 1876)

tcanc1B89158:7% setcsinit.d besclient status

The IBM BigFix BESClient is running: (pid 997)

The Virtual Relay instance is ready to use.

Maintenance

After completing Phase 3, the Virtual Relay is fully operational and communicates with the

BigFix core server.

Additional configuration, such as setting the maximum relay cache size or changing the
relay advertised name, can be done directly from the BigFix Console, exactly like any other

BigFix relay.
No in-band mechanism for remotely accessing the shell is provided by default.
Using a Fixlet, you can manage the following two types of upgrade:

Client and relay components
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The client and relay components upgrade will be performed by using a specific

Fixlet which allows the components upgrade within the BigFix infrastructure.
Tiny Core Linux platform

The Tiny Core Linux platform upgrade will be performed by using a specific

Fixlet which allows the component upgrade within the BigFix infrastructure.

Changing the shell password

To change the shell password, log in using the existing password, then issue the following
command:

tcavirtualrelay: ™% sudo passwd tc_

You are prompted to enter the new password again.

To ensure the password persistence, insert the following three lines into the /

opt/.filetool.I st file:
etc/passwd

etc/shadow

etc/group

and issue the following command:

tcavirtualrelay:™% filetool.s

Note: These steps are performed automatically if you deploy using the Auto-
Deployment mode.

Rebooting the Virtual Relay

If you are within the shell and need to reboot the system, issue the following command:
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tcavirtualrelay:™% sudo reboot_

Updating the Virtual Relay instance

After creating and deploying the virtual relay instance, you can still modify the deployed

instance in terms of masthead installation or network configuration.

From the operating system command line, launch the script named
bi gFi xLaunchMast HeadConf i gur at i on to modify the BigFix server or relay IP address for

the masthead installation.

From the operating system command line, launch the script named
bi gFi xLaunchNet wor kConf i gur at i on to modify the current network parameters of the
instance. For example, you can change an existing DHCP configuration into a network

configuration that uses static IP parameters.

Time zone

After creating the template, you can still modify the current time zone set during the
configuration by launching the script named bi gFi xTi meZone from the template shell

command line as follows:

tcavirtualrelay: ™% bigFixTimeZone
Time zone setup
Enter the country code to set the time zone: []1 it
Countries list:
1 Europe~Rome

Enter the number specific for your time zone: [1 1

The time zone was changed to Europe-Rome

Is the time zone correct? [pinl _

After setting the new time zone, run the following operating system command:
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tocagvirtualrelay:™% filetool.sh -b_

Troubleshooting

Some known issues.

« All the steps performed to configure the BigFix Virtual Relay template and instance
are logged in the besSet up. | og file available in the / opt / bi gFi x/ | og directory.
Only the steps that belong to the normal flow are logged, not the additional steps
described in Modifying the Virtual Relay template (on page 416).

« Ensure that you start or restart the BigFix relay service using sudo permissions or
logged in as root. Otherwise, an error message is returned and the relay service is not

started.

Limitations

Some known limitations.
Double network interface

When creating the virtual machine, you can specify only one network adapter. Currently, the

second network adapter is not supported.

VMware and Open VM tools

If during the template creation you specified "y" (yes) to the VMware Tools configuration,
only a minimal set of Open VMware Tools was installed, because they are running on a Tiny

Core Linux machine with a Text-based user interface only.

The minimal set provides the following capabilities:

« Automatic mouse grab and ungrab
» VMXnet3 network module instead of the PCNet32 module
« Host shared folder access using HGFS (mounted at /mnt/hgfs)
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« Time synchronization with host

 Copy/paste to/from host/guest

To have the minimal set of Open VMware Tools up and running, the following additional

libraries are automatically installed during the template creation (phase 2):

« fuse.tcz

« libdnet.tcz
 openssl-1.1.1.tcz
 open-vm-tools.tcz
« glib2.tcz

« libffi.tcz

* gamin.tcz

* pcre.tcz

Note:
You can download the libraries listed in the table from the following website:

http://distro.ibiblio.org/tinycorelinux/

In the Downloads section.

If during the template creation you specified "n" (no) to the VMware Tools configuration, you

cannot use this feature.

You can set up the VMware Tools and install the full Open VMware Tools by using the

following operating system command line:

tce-l1oad -wi open-vmtools.tcz

sudo touch /opt/bigFix/status/vmar eTool sReady

If you install the Open VMware Tools, you have the following capabilities:


http://distro.ibiblio.org/tinycorelinux/
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« Automatic resizing of the desktop with the guest window including full screen support
(reposition bar to upper left of desktop).

» Automatic mouse grab and ungrab.

» VMXnet3 network module instead of the PCNet32 module.

* Host shared folder access using HGFS (mounted at / mt / hgf s).

« Time synchronization with the host.

« Copy/paste to/from host/guest.

Auto-Deployment

To instantiate the virtual relay instance by using the Auto-Deployment mode, you must copy
the net wor k. conf file into the / opt / bi gFi x/ confi g directory of the instance that you
are deploying.

Depending on the net wor k. conf content, you enable the machine to start either in DHCP

mode or with static IP settings.

If you want to use the machine with DHCP settings, insert in the net wor k. conf file the

following lines:

FQDN=vi rt ual rel ay. your conpany. com
DHCP=y

If you want to use the machine with static IP settings, insert in the net wor k. conf file the
following lines:

FQDN=vi rt ual rel ay. your conpany. com
DHCP=n

| PADDRESS=10. 1. 57. 25

NETMASK=255. 255. 255. 0
BROADCAST=10. 1. 57. 255

GATEWAY=10. 1. 57. 254

DNS1=10. 1. 57. 100
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Note: When creating the net wor k. conf file, ensure that you follow the format of

the provided samples. Do not leave any blank spaces in the lines that you insert.

Note: After creating the net wor k. conf file, ensure that you convert it into a UNIX

format, by using a tool such as the dos2unix utility.

Modifying the Virtual Relay template

After you create the Virtual Relay template, you can deploy all the required Virtual Relay

instances.

After the deployment, when pressing the space bar during the boot phase displayed by the

following screen capture:

Starting in 2 seconds...
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A menu opens and you can choose between two different options.

Normal Mode: allows you to continue with the instance setup.

Normal Mode
Skip Instance Setup

Skip Instance Setup: allows you to skip the instance setup and add additional extensions
to the existing instance that can, later on, be converted into a new template (as described
in Creating the BigFix Virtual Relay template (on page 405)) according to your business
needs and used for future instance deployments, or simply used for the single deployment
of the current instance that you modified.

If you configured the template using the network configuration option, you can install

additional extensions by using the initial network settings.
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Otherwise, if you configured the template using the local folder option, you can install

additional extensions by downloading these additional packages locally.

Normal Mode
Skip Instance Setup




Chapter 15. Setting up a proxy connection

If your enterprise uses a proxy to access the Internet, your BigFix environment can use that

communication path to gather content from sites.

In this case, you must configure the connection to the proxy on the BigFix server.

f" A 1 Content
-——— - — - S, - - - - Sites
- T ‘..ﬂ -
Server Proxy Internet

During a BigFix V9.5 fresh installation, you are asked if you want to configure the
communication through a proxy. The configuration settings that you enter are saved and
used at run time to gather content from sites. For information about configuring a proxy
connection at installation time, see Installing the Windows primary server (on page 106) for

Windows systems, or Installing the Server (on page 157) for Linux systems.

To specify or modify the configuration for communicating with a proxy after installation,

follow the instructions provided in Setting a proxy connection on the server (on page 426).

Important: If this configuration step is needed and you skip it, your environment will
not work properly. A symptom of this misbehavior is that the site contents are not

displayed on the console.

Note: You can also keep your system physical disconnected from the Internet
by using an air-gapped implementation. For more information about this

implementation, see Downloading files in air-gapped environments.

In addition to the gather process, the BigFix server or a relay can use the proxy connection

to do component-to-component communication or to download files from the Internet.
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The following list shows the most common proxy configurations that apply to a BigFix

environment:

A relay connected to the Internet through a proxy to download files

Server

Relay

Proxy Internet

To set this configuration on the relay:

1. Run the steps that are described in Setting up a proxy connection on a
relay (on page 431) to configure on the relay the communication to the
proxy.

2. From the BigFix console set on the relay the following additional values
to ensure that data is downloaded exclusively from the internet rather

than from the parent relay:



Installation Guide | 15 - Setting up a proxy connection | 421

_BESGat her _Downl oad_CheckParentFlag = 0
_BESGat her _Downl oad_Checkl nternetFlag = 1

For more information about these configuration settings, see Gathering

content.

Note: To prevent communication from the relay to the server from
going through the proxy, ensure that the proxy exception list is set on
the relay as follows: "127.0.0.1, |ocal host, <serverlP_addess>,

your donai n. cont'.

A client connected through a proxy to communicate with its parent relay
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Parent
Relay

Proxy

Client

To set this configuration, on the client run the steps that are described in

Setting up a proxy connection on a client (on page 435) and in Enabling

client polling (on page 424).

A relay connected through a proxy to communicate with a parent relay
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Parent
Relay

Proxy

% | "~ Clients
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Complete these steps to implement this configuration:

« On the child relay run the steps that are described in Setting up a proxy
connection on a relay (on page 431) and in Enabling client polling (on
page 424).

« Disable the relay notifier on the parent relay.

Enabling client polling

If a HTTP proxy exists between a parent relay and a client or child relay, or between the
server and a child node, apply this workaround to bypass a limitation, that is caused by the

proxy and that affects downstream communications.

An HTTP proxy does not forward the UDP protocol, which is the protocol used for sending
notifications to clients in an BigFix environment. In such a configuration, the client on
the child node must be able to ping and to query the relay on the parent node for new

instructions.

To allow this behavior, complete the following configuration steps from the console on the

client on the child node:

1. Open the console and go to the Computer section under the All Content domain.
2. Select the computer where the client is installed.

3. Right-click the computer and select Edit Settings.

4. Select Add to create a custom setting.

5. Enter the Setting Name and Setting Value as specified in the following table:
Table 8. Prerequisites to configure a proxy communication on a client

Setting Description

_BESC i ent _Conm ConmandPol | Enab Enables the client to poll its parent re-

le = 1 lay for new actions.
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Setting Description

_BESO i ent_Comm_ Determines how often the client

GormereEal | [ mh e vall Seesms checks with its parent relay to gath-

— nnn er or refresh content if _BESO i ent -
Comm_ConmandPol | Enabl e is enabled.
To prevent performance degrada-

tion, avoid specifying settings that are
less than 900 seconds. Value range is

0-4294967295.

__Rel aySel ect_Automatic = 0 Specifies that the client is not config-
ured for automatic parent relay selec-
tion. Clients that are configured for
automatic parent relay selection can-
not communicate through a proxy with
their parent relay because they must

be able to ping the relay.

6. Click OK to activate the settings.

! Important: If you skip this step, the relays cannot communicate with child nodes

through the proxy.

Connecting the console to the server through a proxy

If the BigFix console is installed on the same system as the BigFix server and if a proxy
configuration is set in Internet Explorer, then ensure that, in that configuration, the Bypass

proxy server for local addresses and the Exceptions settings are correctly specified.

If the BigFix console is installed on a system different from the system where the BigFix
server is installed, then ensure that the proxy is correctly configured in Internet Explorer on

the console system.
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Setting a proxy connection on the server

When you install BigFix, you are asked if you want to set up communication with a proxy.

If you did not configure the connection to the proxy at installation time or if you want
to modify the existing configuration, you can edit the proxy configuration settings after

installation by running the following command:

On Windows systems:

%PROGRAM FI LES% Bi gFi x Ent erpri se\ BES Server\ BESAdmi n. exe /setpr
oxy

/ sitePvkLocat i on=<pat h+l i cense. pvk> /si t ePvkPasswor d=<passwor d>
[/ proxy: <proxy_host >[: <proxy_port >]

[/ user: <proxy_usernane> /pass: <proxy_passwor d>]

[/ del et €]

[/ exceptionlist:<proxy_exceptionlist>]

[/ proxysecuretunnel : {fal se|true}]

[/ proxyaut hnet hods: { basi c| di gest | negoti ate| ntl n}]

[/ proxydownstream {fal se|true}]]

[/ del et €]

On Linux systems:

/ opt / BESSer ver/ bi n/ BESAdmi n. sh - set pr oxy

-si tePvkLocat i on=<pat h+l i cense. pvk> -sit ePvkPasswor d=<passwor d>
[ - proxy=<proxy_host >[ : <proxy_port >]

[ - user =<pr oxy_user nane> - pass=<proxy_passwor d>]

[ -exceptionlist=<proxy_exceptionlist>]

[ - proxysecuretunnel ={fal se| true}]

[ - proxyaut hret hods={ basi c| di gest | negoti ate| ntl n}]

[ - proxydownst ream={f al se|true}]]

[ -del ete]

[ -displ ay]
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Note: The notation <pat h+l i cense. pvk> used in the command syntax stands for

path_to_license file/license. pvk.

where you can specify the following keys:

proxy

It sets the host name or IP address and, optionally, the port number of the

proxy machine. By default the value of proxy_port is 80.
user

It sets the user name that is used to authenticate with the proxy, if the proxy
requires authentication.
If you installed your BigFix server on a Windows system and your proxy

requires Kerberos Authentication, use the format user@mydomain.com.

Note: The Kerberos Authentication is supported only on Windows
systems. This authentication method is not supported if you installed

your BigFix server on a Linux system.

If your proxy requires NTLM Authentication, specify the NTLM user.

If your proxy requires the realm name notation, specify the proxy_user as

user@mydomain.com or mydomain\user.

Note: The Linux shell manages the back slash "\" as an escape
character. Specify either mydomain\\user or "mydomain\user" to use

the notation mydomain\user if you run the command in a Linux shell.

pass

It sets the password that is used to authenticate with the proxy, if the
proxy requires authentication. The value that is assigned to the password
is encrypted in the registry on Windows systems or obfuscated in the

configuration file on Linux systems.
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delete

If specified, it deletes all the settings defined in BigFix for communicating with

the specified proxy.
display

If specified, it displays the proxy communication settings defined in BigFix.

This argument applies only to Linux systems.
exceptionlist

If set, it is a comma-separated list of computers and domains that must be
reached without passing through the proxy. In this syntax blank spaces have
no influence. Each name in this list is matched as either a domain, which
contains the hostname, or the hostname itself. For example, your donai n. com
would match your donmai n. com your domai n. com 80, and www. your domai n. com
but not www. not your domai n. com You can assign the following sample values

to <proxy_exceptionli st >:

| ocal host, 127.0. 0. 1, yourdonai n.com
| ocal host, 127. 0. 0. 1, your domai n. com 8. 168. 117. 65
"l ocal host, 127. 0. 0.1, yourdomain.com 8.168.117.65"

By default, if you do not specify the exceptionlist setting, BigFix prevents
diverting internal communications from being diverted towards the proxy. This
is equivalent to setting exceptionlist:localhost,127.0.0.1. To maintain this
behavior, ensure that you add | ocal host, 127.0. 0. 1 to the list of exceptions

when specifying the exceptionlist setting.
proxysecuretunnel

If set, it defines whether or not the proxy is enforced to attempt tunneling. By

default the proxy does not attempt tunneling.
proxyauthmethods

If set, it restricts the set of authentication methods that can be used. You can

specify more than one value separated by a comma, for example:
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pr oxyaut hnmet hods: basi c, ntI m

By default there is no restriction for the authentication method. The proxy

chooses which authentication method must be used.

Note: If you specify to use the negot i at e authentication method on a

Linux server or relay, a different authentication method might be used.

Note:

If you want to enable FIPS mode, ensure that the proxy configuration

uses:

 An authentication method other than di gest on Windows
systems.
 An authentication method other than di gest, negoti ate orntl m

on Linux systems.

proxydownstream

If set to true, this setting indicates that all HTTP communications in your
BigFix environment also pass through the proxy. If you do not specify this

setting, by default the value false is assumed.

Note: If you migrate an existing BigFix proxy configuration and the
_Enterprise Server _ClientRegister _Proxy* keys are specified, by

default pr oxydownst r eamis set to true.

On Windows servers the command BESAdni n. exe / set pr oxy opens the Proxy settings

panel filled in the current proxy settings.
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Proxy Settings |

—Proxy
Address Port:

| IElEI

—Credentials
User I

Password I

Confirm password I

Exception list
| 127.0.0.1,localhost

IUse comma () to separate entries.

[~ Enforce prozxy tunneling

[ use proxy For downtream communication

— #uthentication Methods

{+ Let the Proxy choose the authentication method

" Allow the Proxy to choose between one of the Following methods:

FIPS compatible FIPS not compatible
[T EBasic I Digesk
r Megotiate
e
Test Connection | | Ok I Cancel

The same panel is displayed whenever you run the BESAdni n. exe command to set one or
more specific proxy settings. Check that the values displayed are correct, modify them if
necessary and then click OK to confirm the changes.

The proxy configuration settings are stored:
On Windows systems:

In the registry key HKEY_LOCAL_MACHI NE\ SOFTWARE\ Wow6432Node\ Bi gFi x
\EnterpriseCient\Settings\Client\.

On Linux systems:

In the following sections of the besser ver. confi g file:
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* [ SOFTWARE\ Bi gFi x\ Ent erpri seClient\Settings\Client\ Enterprise
Server _Client Regi ster_ProxyServer]

* [ SOFTWARE\ Bi gFi x\ Ent erpri seClient\Settings\Client\ Enterprise
Server _Cient Regi ster_ProxyPort]

* [ SOFTWARE\ Bi gFi x\ Ent erpri seClient\Settings\Client\ _Enterprise
Server _Cient Regi ster _ProxyUser]

* [ SOFTWARE\ Bi gFi x\ Ent erpri seClient\Settings\Client\ Enterprise

Server _C i ent Regi st er _ProxyPass]

Important: Whenever you run the BESAdni n command to define a proxy setting,
ensure that you specify all not default setting previously defined otherwise they will

be set to blank. This behavior applies to both Windows and Linux systems.

Note: Ensure that you use the Edit Settings dialog box on the BigFix Console to
update any proxy values that you set through the Edit Settings dialog box.

Note: If a HTTP proxy exists between the server and a child node, ensure that you
follow the instructions provided in Enabling client polling (on page 424) to enable

downstream communications.

Note: The BES components that access the internet run, by default, as SYSTEM

account on the Windows systems and as root on the Linux systems.

For additional configuration settings that you can use to configure your BigFix environment,

see List of settings and detailed descriptions.

Setting up a proxy connection on a relay

Complete the following steps to allow the relay to communicate with its parent

components.
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1. Open the console and go to the Computer section under the All Content domain.

2. Select the computer where the relay is installed.
3. Right-click the computer and select Edit Settings.

4. Select Add to create custom settings.

5. Enter the Setting Name and Setting Value listed in the following table:

Table 9. Proxy configuration settings for server and relays

Setting Name

_Enterprise

Server
_CientRegis
ter

_ProxyServer

_Enterprise

Server
_dientRegis
ter

_ProxyPort

_Enterprise

Server
_dientRegis
ter

_ProxyUser

_Enterprise

Server
_dientRegis
ter

_ProxyPass

Setting Value

Sets the hostname that is used to

reach the proxy.

Sets the port that is used by the

proxy server.

Sets the user name that is used to
authenticate with the proxy if the
proxy requires authentication.

Sets the password that is used to
authenticate with the proxy if the

proxy requires authentication.

Details

Default Value: None
Type: String

Value Range: N/A
Mandatory: No

Default Value: None
Type: Numeric
Value Range: N/A
Mandatory: No

Default Value: None
Type: String

Value Range: N/A
Mandatory: No (depend-
ing

on the authentication
method)

Default Value: None
Type: String

Value Range: N/A
Mandatory: No (depend-

ing



Setting Name

_Enterprise
Server
_CientRegis
ter
_ProxySecure

Tunnel

_Enterprise
Server

_CientRegis

ter

__ProxyAut hive

t hods

Al | owed

_Enterprise
Server
_dientRegis
ter
_ProxyUseFor
Downst r eantCo

nm

_Enterprise
Server
_CientRegis

ter
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Setting Value

If set, it defines whether or not the
proxy is enforced to attempt tun-
neling. By default the proxy does

not attempt tunneling.

Restricts the set of authentication
methods that can be used. You
can specify more than one value
separated by a comma. For infor-
mation about restrictions affect-
ing the supported authentication
methods when using FIPS, see
Setting a proxy connection on the

server (on page 426).

If set to 1, this setting indicates
that all downstream communica-
tions in your environment pass

through the proxy.

Specifies the computers, for ex-
ample the parent relay, domains
and subnetworks that must be

reached by the relay without pass-

Details

on the authentication
method)

Default Value: false
Type: Boolean
Value Range: 0| 1
Mandatory: No

Default Value: None
(Any)

Type: String

Value Range: basic|di-
gest|

negotiate|ntim
Mandatory: No

Default Value: 0
Type: Numeric
Value Range: 0| 1
Mandatory: No

Default Value: local-
host,

127.0.0.1

(internal communica-

tions
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Setting Name Setting Value Details
_ProxyExcept  ing through the proxy. Use the fol- are not diverted to-
i onLi st lowing format: wards

the proxy)

"l ocal host, 127.0.0.1,
Type: String

Value Range: N/A
Mandatory: No

host nanel,
host nane2, | P_Addr A,
| P_Addr _B,

domai n_Z, domain_Y,

By default internal communica-
tions are not diverted towards the
proxy. To maintain this behavior,
ensure that you include | ocal -
host, 127.0.0. 1 inthe list of ex-
ceptions when specifying a value

for this setting.

Note: Ensure that you read
Setting up a proxy con-
nection (on page 419)
to learn more about using
the proxy exception list on

a relay thru the samples.

For more information about how to specify the proxy settings, see Setting a proxy
connection on the server (on page 426).

6. Click OK to send activate the configuration settings.

Note: If a HTTP proxy exists between the relay and a client or a child relay, ensure
that you follow the instructions provided in Enabling client polling (on page 424)

to enable downstream communications.
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Complete these additional steps if you want to allow your relay to download files from the
internet through the proxy:

1. Open the console and go to the Computer section under the All Content domain.
2. Select the computer where the relay is installed.
3. Right-click the computer and select Edit Settings.

4. Select Add to create the following custom settings:

_BESGat her _Downl oad_ChecklnternetFlag = 1
_BESGat her _Downl oad_CheckParent Fl ag = 0

5. Click OK to activate the configuration settings.

For additional configuration settings that you can use to configure your BigFix environment,
see List of settings and detailed descriptions.

Setting up a proxy connection on a client

Set the proxy connection on the client.

Complete the following steps:

. Open the console and go to the Computer section under the All Content domain.
. Select the computer where the client is installed.
. Right-click the computer and select Edit Settings.

. Select Add to create a custom setting.

a b WO N =

. Enter the Setting Name and Setting Value as described in the table contained in the
next section.
6. Click OK to activate the settings.

Table 10. Proxy client configuration settings

Setting Name Setting Value Details

_BESC i ent _Conm Sets the hostname that is used to reach Default Value: None

_ProxyServer the proxy. Type: String
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Table 10. Proxy client configuration settings (continued)

Setting Name

_BESd i ent _Conm

_ProxyPort

_BESCl i ent _Conm
_ProxyUser

_BESCl i ent _Conm

_ProxyPass

_BESCl i ent _Conm
_ProxyManual TryD

i rect

Setting Value

Sets the port that is used to communi-

cate with the proxy.

Sets the user name that is used to au-
thenticate with the proxy if the proxy re-

quires authentication.

Sets the password that is used to au-
thenticate with the proxy if the proxy re-

quires authentication.

Specifies whether direct connections
can be used. This setting applies if the
connection to the proxy uses the host-
name or IP Address and port number
that are specified in _BESd i ent _Conm
_ProxyServer and _BESC i ent _Conmm
_ProxyPort . These values are avail-
able:

Details

Value Range: N/A
Mandatory: Yes

Default Value: None
Type: Numeric
Value Range: N/A
Mandatory: No

Default Value: None
Type: String

Value Range: N/A
Mandatory: No
(depending on the
authentication
method)

Default Value: None
Type: String

Value Range: N/A
Mandatory: No
(depending on the
authentication
method)

Default Value: 2
Type: Numeric
Value Range: 0-2
Mandatory: No
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Table 10. Proxy client configuration settings (continued)

Setting Name Setting Value Details

Do not try direct connec-

tion.

1
Try direct connection if a
proxy connection cannot
be established.

2

Try direct connection first.

Note: On Linux systems, at run time, the BigFix searches and, if specified, uses the
configuration stored in the client configuration file. If the requested configuration is
not specified in the client configuration file, the product searches for it in the server
configuration file, or in the relay configuration file. Consider this behavior when

defining the proxy configuration on the BigFix server or relay.

Note:

The BigFix client allows using the proxy basic authentication on any platform. While

the following authentications can be used on Windows platforms only:

* Digest
* Negotiate
* NTLM

Note:
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When the connection to the relay succeeds, the resulting proxy is locked in for
subsequent communications and the values for the proxy server and proxy port
are saved as AutoProxyServer and AutoProxyPort in the Global section of the client

settings.

If the client is installed on a Windows system where Internet Explorer is configured to use
a proxy, then, by default, BigFix uses the Internet Explorer configuration to communicate
with the proxy. The following table shows the additional settings and behaviors that you can

optionally specify on Windows platform:

Table 11. Proxy client additional configuration settings on Windows systems

Setting Name Setting Value Details

BESQ i ent Conm Specifies whether the system uses the Default Value: 1
Pr oxyAut oDet ect proxy configuration settings that are Type: Boolean
specified for Internet Explorer. The fol- Value Range: 0-1

lowing values are available: Mandatory: No
0

Use the values that are
specified in _BESd i en-
t _Comm _ProxyServer

and BESd i ent _Conm_

Pr oxyPort .

Use the Internet Explorer

configuration settings.

Important: Ensure that at least
one user is logged in to the
client to be able to get the In-
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Table 11. Proxy client additional configuration settings on Windows systems

(continued)
Setting Name Setting Value

¢ ternet Explorer configuration

settings.

_BESO i ent_Conm Specifies whether direct connections

ProxyAut oDet ect Tr ~ an be used when the system uses the

yDi rect proxy configuration settings that are

specified for Internet Explorer. This set-

ting is valid only if _BESC i ent _Conm

_ProxyAut oDet ect = 1. The following

values are available:

0
Do not try direct connec-
tion.

1
Try direct connection if a
proxy connection cannot
be established.

2

Try direct connection
first.

Aut oPr oxyRawPr oxyL Specifies a blank space delimited list
| & of proxies to try to connect to.
Note: This setting must be
manually saved as a registry

key under the following Win-

dows registry path: HKLM Sof t -

Details

Default Value: 1
Type: Numeric
Value Range: 0-2
Mandatory: No

Default Value:
None

Type: String
Value Range: N/A
Mandatory: No
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Table 11. Proxy client additional configuration settings on Windows systems

(continued)
Setting Name Setting Value Details

war e\ Bi gFi x\ Ent er pri se-
dient\d obal Opti ons.
Aut oPr oxyRawBypass  SPecifies a blank space delimited list  Default Value:
17 s of URLs to contact directly without None
passing through the proxy. You can use Type: String
the "*" as a wildcard. Value Range: N/A
Mandatory: No
Note: This setting must be
manually saved as a registry
key under the following Win-
dows registry path: HKLM Sof t -
war e\ Bi gFi x\ Ent er pri se-

dient\d obal Opti ons.

For additional configuration settings that you can use to configure your BigFix environment,

see List of settings and detailed descriptions.

Best practices to consider when defining a proxy
connection

Consider the following tips and tricks to avoid common problems.

« After you set the communication through the proxy on a Windows server, use the
BigFix Diagnostic tools to verify that the server can successfully reach the Internet.
« Check the Gat her DB. | og file that is in the BES Ser ver\ Gat her DBDat a folder to

verify that the server can gather data from the Internet.
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« Check in the firewall rules if any file types are blocked. In this case, if the content to
gather from a site contains at least one file with this file type, then the entire content
of that site is not gathered.

« Ensure that the password specified in ProxyPass on the server, orin _Enterpri se
Server _Cl i ent Regi st er _ProxyPass on the client or relay did not expire.

» Make sure that the proxy allows the downloading of arbitrary files from the Internet
(for example, it does not block .exe downloads or does not block files with unknown
extensions).

 Most of the files in BigFix are downloaded from bi gf i x. comor mi crosof t . com
using HTTP port 80. However, it is recommended that you allow the proxy service to
download from any location using HTTP, HTTPS, or FTP because some downloads

might use these protocols.

Make sure that the proxy is bypassed for internal network and component-to-
component communications because it might cause problems with how the BigFix
server works and is inefficient for the proxy. Use the Pr oxyExcept i onLi st setting, if

needed, to exclude local systems from the communication through the proxy.

The setting ProxyExcept i onLi st was introduced in BigFix version 9.0.835.0 for
Windows and Linux systems. If you are using BigFix version 9.0 and you have
problems using content that downloads files from the local server, upgrade to BigFix

version 9.0.835.0 or later.

On the BigFix server installed on a Linux system, at runtime the client configuration file
is read before the server configuration file. Ensure that you update common settings
on both components to avoid conflicts.

By default the HTTP and HTTPS connections time out after 10 seconds, DNS

resolution time included. When this happens the HTTP 28 error is logged. In your

environment, if the proxy server or the DNS server takes a longer time to establish
the TCP connection, you can increase the number of seconds before the connection
times out by editing the setting _HTTPRequest Sender _Connect _Ti meout Second.

The _HTTPRequest Sender _Connect _Ti neout Second setting affects all the BigFix
components, including the Console and the Client, running on the machine for which

this setting is set. No other BigFix component running on other machines in the
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deployment is affected by the setting. As a best practice, be careful when increasing
the value of this setting and try to keep it as low as possible to avoid opening too

many sockets concurrently risking socket exhaustion and eventual loss of service.

For more information about proxy configuration, see https://bigfix-wiki.hcltechsw.com/
wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Proxy%20Server%20Settings.

Troubleshooting proxy connection

Common problems you might find with a proxy connection.

Setting up a proxy connection to have your environment work properly is not an easy task,
and you might have problems with your configuration. This is a list of the most common

issues along with their solutions.

Error Unabl e to get site content (failed to pass shal
hash val ue checks in BESRel ay. | og

Error in getting site content.

This error is a symptom that something is interfering with the process of downloading
external Fixlet sites, for example patches for Windows. You might notice that you do not
gather the latest version of external content sites you are subscribed to, or that you do not
gather at all from sites whose name is listed in the License overview dashboard. In this
instance, the error Unabl e to get site content (failed to pass shal hash val ue

checks) is listed in the BesRel ay. | og file; this file is located in:

Windows operating systems

« 32bit systems: C:\ Progr am Fi | es\ Bi gFi x Enterprise\ BES Server
* 64bit systems: C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES

Server

Linux operating systems

/var/| og/ BESRel ay. | og


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Proxy%20Server%20Settings
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Proxy%20Server%20Settings
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The reason is often a firewall or a web proxy that is filtering the content exchanged between

the BigFix server and the sync.bigfix.com server.

To fix the problem, ask the system administrator to allow downloading traffic for the BES
Gather service on port 80. If the problem persists, complete a traffic packet analysis to find

the problem. An useful tool to perform a full network protocol analysis is Wireshark.

Error Unexpect ed HTTP response: 503 Service Unavail abl e
in GatherDB.log

Error for service unavailability.

The BigFix server communication with the Gather database is performed through the IP
address 127.0.0.1 and the database does not need a proxy configuration. In the event the
error message Unexpect ed HTTP response: 503 Servi ce Unavail abl e is repeatedly
listed in the Gat her DB. | og file, you must check that the environment variable HTTP_PROXY
has not been set if it is not used in your environment, or you must set the environment
variable NO_PROXY to the value 127.0.0.1. After completing these changes, restart the
BESGat her DB service.

The log file Gat her DB. | og is located in:

Windows operating systems

« 32bit systems: C:\ Progr am Fi | es\ Bi gFi x Enterprise\ BES Server
\ Gat her DBDat a

* 64bit systems: C:\ Program Fi | es (x86)\Bi gFi x Enterprise\ BES
Ser ver\ Gat her DBDat a

Linux operating systems

[ var/ opt / BESSer ver / Gat her DBDat a

How to check if the proxy configuration is correct
Checks for proxy configuration.

In a command prompt of the BigFix server, run the following command:


http://www.wireshark.org
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curl -x <proxy hostname>: <proxy port> --proxy-user <usernane>: <passwor d>

http://sync. bi gfi x. con cgi - bi n/ bf gat her/ bessupport

where;

* <proxy host name>: <pr oxy port > are the host name or IP address and the port
number of the proxy server.
* <user nane>: <passwor d> are the username and password used to authenticate to the

pProxy server.

If you get a result similar to the following:

M ME- Version: 1.0
Cont ent - Type: multi part/signed; protocol ="application/x-pkcs7-signature";

nm cal g="sha- 256, shal"; boundary="----B64F18ABD54D2355B260FA851C81B467"

This is an S/M ME si gned nessage

—————— B64F18ABD54D2355B260FA851C81B467
M ME-Version: 1.0
Cont ent - Type: mnultipart/x-directory2;
boundar y="=DkNt Jt Pxyvgg7! ( kt Api DsZBnM/Yt Sni
Ful | SiteURL: http://sync. bigfix.conlbfsites/bessupport 1369/ fullsite
Ful | Si t eURLSi ze: 1507388
SiteDi ffBaseURL: http://sync. bigfix.conl bfsites/bessupport 1369/ diffsite
SiteDi ffList: 1111111111
Ver si on: 1369

- - =DkNt Jt Pxyvgg7! ( kt Api DsZBnMrYt Sm

URL: http://sync. bigfix.conl bfsites/bessupport 1369/ 1Common%20Tasks. f xf

NAME: 1Common%20Tasks. f xf
MODI FI ED: Fri, 05 May 2017 22:12:57 +0000
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SI ZE: 258246

TYPE: FILE

HASH: 6882d98104c25cd3c27f c343d8cf b73a09c30945

HASHI NFO

sha256, 055b37a65160db26396e72488hbd021f f be6d06ddc19e0c494f 5f Ocbf 73ea8cdl

your proxy configuration is correct. If not, ask your system administrator to check why the

BigFix synchronization site cannot be accessed.

New site version cannot be gathered
Errors in gathering site version.

If you get the following errors when running the BigFix diagnostic tool:

Test failed: The Cient Plug-in registration
Reason: Unexpected HITP response: 504 Proxy Error: Unable to connect to
renmote host "127.0.0.1:52311" or host not responding - URL

"http://127.0.0.1:52311/cgi -bi n/bfenterprisel/clientregister. exe?Request Type

version"(http://127.0.0. 1: 52311/ cgi - bi n/ bf enterprise/clientregi ster.exe
?Request Ty pe=versi on%27),

errno: 111 HTTP request failed with an error.

Test failed: Plug-post results

Reason: Unexpected HITP response: 504 Proxy Error: Unable to connect to
renot e

host "127.0.0.1:52311" or host not responding - URL

"http://127.0.0.1: 52311/ cgi - bi n/ bf ent er pri se/ Post Resul t s. exe"

(http://127.0.0.1: 52311/ cqi - bi n/ bf ent er pri se/ Post Resul t s. exed%27),

errno: 111 HTTP request failed with an error.

Test failed: BESGatherMrror plug-in
Reason: Unexpected HTTP response: 504 Proxy Error: Unable to connect to

renote host "127.0.0.1:52311" or host not responding - URL
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"http://127.0.0.1: 52311/ cgi - bi n/ bf ent er pri se/ BESGat her M rr or . exe/ - ver si on]
"([http://127.0.0. 1: 52311/ cgi - bi n/ bf ent er pri se/ BESGat her M rror. exe/ -versi o
noR7) ,

errno: 111 HTTP request failed with an error.

you do not gather the new site version. To solve the problem, complete the following steps:

1. Perform the steps needed to set up a proxy connection on the server, as described
in Setting a proxy connection on the server (on page 426), and be sure to add
the following values in the exception list: | ocal host, 127.0.0.1, <server_| P>,
<server _host nane>.

2. Check that the environment variable ht t p_pr oxy is not configured. If it is, remove it

and restart your operating system.



Chapter 16. Running backup and restore

You can schedule periodic backups (typically nightly) of the BigFix server and database
files, to reduce the risk of losing productivity or data when a problem occurs by restoring the

latest backup.

Consider, however, that when you run a disaster recovery, you restore a backup of an earlier
working state of BigFix on the server computer or another computer. Depending on how old

the backup is you can lose the latest changes or data.

Important:

After restoring the data from the last backup, the BigFix server might restart at an
earlier state with a disalignment between its mailbox and that of each relay. In this
case the BigFix server needs to resynchronize with the relays that have continued to
process requests, otherwise the relays might ignore the requests of the server. To
realign the mailboxes, send some actions to the clients until the mailbox versions

are the same.

Moreover, in a Windows environment, any configuration involving registry keys is
neither saved nor restored. To recover these values, you must restore them after the
recovery procedure successfully completes by running the appropriate configuration
processes. For example, email server settings must be set up again on recovered
Web Reports.

You can also restore a single BigFix DSA server when an unrecoverable failure occurs.

Note: Do not restore the failed DSA server entirely from backup. Due to the
complexity of DSA replication we recommend that you install a new server with
the same FQDN and follow these procedures: DSA Recovey on Windows (on page
453) and DSA Recovey on Linux (on page 462).
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If all DSA servers are lost, follow the BigFix server restore procedure, Server Recovery
Procedure on Windows (on page 450) and Server Recovery Procedure on Linux (on page
458).

On Windows systems

If you back up the database and the BigFix Server files, when needed you can restore the

BigFix environment on a Windows computer.

Server Backup

Using SQL Server Enterprise Manager, establish a maintenance plan for nightly backups for
the BFEnterprise and BESReporting databases. Multiple backup copies allow for greater

recovery flexibility.

1. Consider backing up to a remote system to allow for higher fault tolerance.
2. Back up the following files and folders used by the BigFix Server:
*[Bi gFi x Server folder]\BESReportsData\
*[Bi gFi x Server fol der]\BESReportsServer\www oot\ ReportFil es -- Support
files for custom Web Reports.
[ Bi gFi x Server folder]\Encryption Keys -- Private encryption keys (if using
Message Level Encryption).
*[BigFix Server folder]\Mrror Server\lnbox\ - Information necessary for
BigFix Agents to get actions and Fixlets.
*[BigFix Server folder]\Mrror Server\ Confi g\ Downl oadWhitelist.txt.
Information necessary for BigFix - White List for Dynamic Download.
*[Bi gFi x Server folder]\Upl oadivanager Dat a.
[ Bi gFi x Server fol der]\wwr oot bes - Various information necessary about
actions, Fixlets, uploads and downloads .
where [ Bi gFi x Server fol der] isthe BigFix Server installation path, by default
C.\Program Fil es (x86)\Bi gFix Enterprise\BES Server.
3. Securely back up site credentials, license certificates, and publisher credentials, and

the masthead file.
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Thelicense. pvk and | i cense. crt files are critical to the security and operation of

BigFix. If the private key (pvk) files are lost, they cannot be recovered.

The masthead file is an important file that must be used for recovery. It contains the
information about the BigFix server configuration. This file can be exported via the
Masthead Management tab of the Administration tool.
. Decrypt and save the encrypted configuration keys. The encrypted keys are located, by
default, inthe [ Bi gFi x Server fol der] folder. Depending on the version of the
BigFix Server, the keys to back up are:
« The EncryptedServerSigningKey and EncryptedClientCAKey keys, if the version
of the BigFix Server is 8.2 or later and earlier than 9.5 Patch 3.
« The EncryptedServerSigningKey, EncryptedClientCAKey, EncryptedAPIServerKey,
EncryptedPlatKey, and EncryptedWebUICAKey if the version of the BigFix Server
is 9.5 Patch 3 or later.

Use the ServerKeyTool.exe tool and run the steps documented in this page to decrypt

the keys.

All the existing encrypted keys stored in the input folder are backed up at once, and
the files containing the decrypted keys are stored in the specified destination folder
with the filename prefix Decrypted*.

. Use SQL Server Management Studio to connect to the BFEnterprise
database and examine the DBINFO and REPLICATION_SERVERS tables:

2 £=| | SE_I'EELLD.-I-DNS'—__ | URL __————___l_ll_ﬂ_tervaISEconds

P,/'_‘ i} bigfix-svr.tem-proserv.com  http://bigfix-svr.tem-proserv.com: 52311 300
1 bigfix-dsa.tem-proserv.c... http://bigfix-dsa. tem-prosery.com:52311 300
P T — ALEI ALLL

Record all column values for verification purposes.

If DNS aliases are being leveraged for the servers, this should not change. If is
using hostnames, and the hostnames are changing, these column values may need
manual modification after the restore; if you want to update the CN on the BigFix
internal certificates, see How to change the Common Name (CN) on BigFix internal

certificates.


https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Server%20signing%20key%20Tool
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0109312
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0109312
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Note: Any configuration involving registry keys is neither saved nor restored.
To recover these values, you must restore them after the recovery procedure
successfully completes by running the appropriate configuration processes. For
example, email server settings must be set up again on recovered Web Reports.

Furthermore, clients are registered as new computers.

Server Recovery

Procedure for the server recovery.

1. When running the recovery procedure on the same computer on which the installation
or the upgrade failed, the previous BigFix installation must be completely removed
using the BESRenove. exe utility.

2. Using either the previous BigFix Server computer or a new computer, install SQL
server (use the same version of SQL server as was previously used). Remember to
enable Mixed Mode Authentication for your new SQL installation if you were using it
on the previous BigFix server installation.

3. Ensure that the new BigFix server computer can be reached on the network using the
same URL that is in the masthead file. (For example: ht t p: //192. 168. 10. 32: 52311/
cgi - bi n/ bf gat her. exe/ actionsite OR http://bigfixserver.conpany.com 52311/

cgi - bi n/ bf gat her . exe/ acti onsite).

Note: To avoid issues when the BigFix clients connect to the BigFix server
before it is fully restored, ensure that the BigFix server is not available on the

network until the recovery is complete.

4. Restore the BFEnterprise and BESReporting databases from backup.

5. Restore the backed up files and folders creating the directory structure.

6. Use the ServerKeyTool.exe tool and run the steps documented in this page to encrypt
the decrypted configuration keys. The decrypted keys are stored in files with filename

prefix Decrypted*.

All the decrypted keys are encrypted at once, and the files containing the encrypted

configuration keys are stored in the specified destination folder, by default C.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023184
https://bigfix-wiki.hcltechsw.com/wikis/home?lang=en-us#!/wiki/BigFix%20Wiki/page/Server%20signing%20key%20Tool
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\ Program Fil es (x86)\Bi gFi x Enterprise\BES Server\, with the flename
prefix Encrypted*.

7. To install the BigFix server components use the "Installer Generator" executable. Go to
the BigFix Enterprise Suite Download Center Platform Release Information page and
select the same patch level of the original installation, then download the "Installer
Generator" executable. Install the BigFix server components through the "Installer
Generator" using the masthead file and specifying the same path used in the original
installation option.

« If migrating the Primary/Master server, on the Select Database Replication page
of the server installer, select “Single or Master Database”, and proceed through
the installer screens as usual.

« If migrating the Secondary/Replica server, on the Select Database Replication
page of the server installer, select “Replicated Database”, and proceed through

the installer screens as usual.

Note: A pop-up message, showing the text "The user name MyUserName
already exists in the database" having used the same BigFix Admin user that

is defined in the backed up data, is normal and can be ignored.

8. Reinstall the UAImporter, BES Server Plugin Service, and any plugins or components
that are currently installed on the original BigFix server by re-deploying the appropriate

Fixlets.

Note: If you have HTTPS enabled, ensure that you restore the server settings for
Web Reports.

Note: Any configuration involving registry keys is neither saved nor restored.
To recover these values, you must restore them after the recovery procedure
successfully completes by running the appropriate configuration processes. For
example, email server settings must be set up again on recovered Web Reports.

Furthermore, clients are registered as new computers.


https://support.bigfix.com/bes/release/
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Verifying restore results
Ensure that your BigFix Server has been restored.

Perform the following steps:

1. Verify that all services are started. On Windows platforms, you can use the BigFix
Diagnostics tool.

2. Log in to the BigFix console and verify that the login works and that the database
information was restored. In case of a login failure, see Error "Bad sequence
parameter" when opening the BigFix Console.

3. Use SQL Server Management Studio to connect to the BFEnterprise database and
examine the DBINFO and REPLICATION_SERVERS tables. Compare the current values
to the values noted running the Server Backup procedure.

4. Verify that the new BigFix Server is able to connect to the database. Check all the

Server logs for error messages on connecting to the database.

Depending on your database authentication method (Windows versus SQL), it may
be necessary to modify the domain/service accounts leveraged by the BigFix Server
services (Root Server, GatherDB, FillDB, and Web Reports) to match the account
previously leveraged with the old BigFix Server.

5. Reconfigure any appropriate BigFix Server settings.

6. If leveraging a DNS name/alias within the masthead, perform a DNS switch for the
DNS name so that the alias now points to the new BigFix Server. Wait for the DNS
switch to propagate (this may take some time depending on your DNS services/
infrastructure).

7. Ensure that the BigFix clients and BigFix relays connect to the server when it is
available and report data to it. Full recovery with all agents reporting might take from
a few minutes to many hours (depending on the size of the deployment and how
long the server was unavailable). At least some agents should be reporting updated
information within an hour.

8. After verifying that some agents are reporting to the server, send a blank action: Tools
> Take Custom Action to all computers. The blank action does not make any changes

to the agent computers, but the agents report that they received the blank action.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023746
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023746
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9. After restoring the data from the last backup, the BigFix server might restart at an
earlier state with a disalignment between its mailbox and that of each relay. In this
case, the BigFix server needs to resynchronize with the relays that have continued
to process requests, otherwise the relays might ignore the requests of the server. To
realign the mailboxes, see How to realign mailboxes after restoring a BigFix database
backup.

10. Log in to the web reports and ensure that the data was restored.

Note: If a remote datasource is defined in the Web Reports configuration, Web
Reports connects to the datasource only after you re-enter the datasource

credentials in the Web Reports Administration > Datasource Settings > Edit

page.

DSA Recovery

When recovering a lost DSA server, all top-level BigFix relays (and therefore the entire

deployment) should already be pointing to the remaining DSA server.

It is recommended to leave all relays and clients reporting up to the working DSA server
during this recovery procedure. If your existing relay settings do not allow this, isolate the
server being restored on the network such that only the working DSA server can connect to
it.

1. If the master DSA server fails, run the following procedure on the BFEnt er pri se SQL
database to promote the secondary DSA server to master during restoration and

replication of the failed server.

decl are @perverl D varchar (32)
sel ect @erverl D = convert (varchar(32), Server|I D) from DBI NFO
execute [BFEnterprise].[dbo].[update_adm nfi el ds]

' Z: mast er Dat abaseServer| D, @er ver| D

In this way you can install a new DSA server and you can run the Administration Tool
on the secondary DSA server during the restoration of the failed server.
2. On the existing DSA server delete the failed DSA server id from the database.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0097890
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0097890
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a. First see what the existing DSA server id is by executing the following SQL

statement.

sel ect Server| D from DBl NFO

b. List the IDs of the DSA servers:

sel ect * from REPLI CATI ON_SERVERS

c. After identifying the failed server ID, run the following procedure:

execute BFEnterprise. dbo. delete_replication_server <|D>

d. Run the following SQL statements to reset the OriginServerlID field referencing

the failed server ID:

updat e userinfo

set ManyVersion = dbo. fn_I ncrenent ManyVer si on( ManyVersi on ),
OiginServerlD = null,

Ori gi nSequence = nul |

where OiginServerlD = <I D>

update customsites
set ManyVersion = dbo. fn_I ncrenent ManyVersi on( ManyVersion ),

OiginServerlD

nul |,

nul |

Ori gi nSequence
where OriginServerlD = <I D>

3. Restore the server operating system and database software in a pristine state without
any BigFix server or the BigFix database remnants.
4. Restore the following items from backup:
*[BigFi x Server fol der]\BESReportsServer\www oot\ ReportFiles
[ BigFix Server folder]\Encryption Keys (can be optionally restored
by copying from the secondary server, or a new key generated by the
Administration Tool)
[ Bi gFi x Server folder]\ Upl oadManager Dat a (optional, for faster recovery of
SUA data if lost server was the SUA Source)

*[Bi gFi x Server folder]\wwrootbes\bfm rror\downl oads\ Acti onURLs
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* [Bi gFi x Server fol der]\wmr oot bes\ bf mirror\downl oads\ shal (optional,
for faster recovery of cached files)
« cert . pemfile for Web Reports, if using HTTPS
* BESRepor t i ng database in SQL Server
5. Install BigFix server using the installer and the existing masthead. For additional
information see Installing Additional Windows Servers (DSA) (on page 141).
6. Set the following registry values:
For 32-bit Windows systems, go to [ HKLM Sof t war e\ Bi gFi x\ Ent er pri se Server
\Fi | | DB] or for 64-bit Windows systems, go to [ HKLM Sof t war e\ Ww6432Node

\ Bi gFi x\ Ent er pri se Server\FillDB] and then set the following values:

"Per f ormanceDat aPat h" [ REG_SZ] = "[Bi gFi x Server
folder]\FillDB\Fill DBperf.I|og"

"Unlnterruptibl eReplicati onSeconds"[ DAORD] = 14400 (deci mal)

Repl i cat i onDat abase=<DBNane>

Repl i cati onUser =<DBUser >

Repl i cat i onPasswor d=<DBPasswor d>

7. Restart the BES FillDB service.
8. Install BigFix client and console.
9. After replication completes, run the following procedure on in the SQL database to

promote this newly restored BigFix server to be the master server.

decl are @perverl D varchar (32)
sel ect @erverl D = convert (varchar(32), Server|I D) from DBI NFO
execute [BFEnterprise].[dbo].[update_adni nfiel ds]

' Z: mast er Dat abaseServer| D, @er ver| D

10. Reinstall and reconfigure the Plugins. Configuration information can be gathered from
the currently operating DSA server or from installation notes and configuration details
kept by the Administrator.

11. Set the following registry values and restart the BES FillDB service:

Go to [ HKLM Sof t war e\ Wow6432Node\ Bi gFi x\ Ent er pri se Server\Fi || DB] and then

set the following values:
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" Per f or manceDat aPat h"[ REG_Sz] = ""
"Unlnterruptibl eReplicati onSeconds"[ DWORD] = 120 (deci nal)

12. Launch the Administration Tool and update the replication interval on this restored
server to the desired level. Typically, this value should match the interval set on the
other DSA Server.

Note: Depending on the size of the deployment, the replication process
might take multiple days to complete. To validate its completion, look for a
Repl i cati on Conpl et ed message inthe Fi | | DBperf . | og file. Connecting
a separate BigFix console to each DSA server and comparing contents is

another way to check that the data is synchronized in both deployments.

13. Revalidate the datasource on the Web Reports, editing the existing one.

Note: When you switch the servers, you have to wait for the endpoints to register
with the new master server before you can send mailbox actions to them. Endpoints
register automatically and periodically to a server by default every 6 hours. In the
meantime, if you need to run any actions, this can be accomplished by running them
as Dynamically target by property.

On Linux systems

If you back up the database and the BigFix Server files, when needed you can restore the

BigFix environment on a Linux computer.

Server Backup
How to back up the BigFix Server.

Perform the following steps:
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1. Stop all the BigFix processes, including running plug-ins if any, using the following

commands:

[etc/init.d/ beswebui stop
/etc/init.d/besclient stop
/[etc/init.d/ beswebreports stop
[etc/init.d/besgatherdb stop
[etc/init.d/besfilldb stop

/etc/init.d/ besserver stop

2. Back up the BFENT and BESREPCR databases using the following commands:

su - db2instil
db2 backup db BFENT
db2 backup db BESREPOR

Optionally add an absolute path with the commands:

su - db2instil
db2 backup db BFENT to /Absol ut e/ Pat h/ O/ Exi sti ngFol der
db2 backup db BESREPOR to / Absol ute/ Pat h/ O / Exi sti ngFol der

These databases might have different names if, at installation time, one of these
commands has been used: - opt BES_DB_NAME=<SERVER DB_NAME> OFr - opt
VWR_DB_NAME=<WEBREPORTS_DB_NANE>.

3. Manually back up the following folders:

[ var/ opt/BESC i ent

[ var/ opt / BESConmon

[ var / opt / BESSer ver

/ var [ opt / BESWebRepor t sSer ver
[ var / opt / BESWebUI

4. Back up site credentials, license certificates and masthead files.

Thelicense. pvk and | icense. crt files are critical to the security and operation of

BigFix. If the private key (pvk) files are lost, they cannot be recovered.
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The masthead file is an important file that must be used for recovery. It contains the
information about the BigFix server configuration. To back it up, either copy the /
et c/ opt / BESSer ver/ act i onsi t e. af xmfile renaming it mast head. af xm or open the
masthead file from a browser, ht t p: / / host name: 52311/ mast head/ mast head. af xm
and then save it locally.

5. Use the DB client to connect to the BFENT database and
examine the DBINFO and REPLICATION_SERVERS tables:

= 2] | SE_I'ELID-I—DNS'___ | ORC __————___l_lg_tervaISeconds
VJD bigfix-svr.tem-proserv.com  http:/fbigfix-svr.tem-proserv.com: 52311 300
1 bigfix-dsa.tem-proserv.c... hth::f;'bigﬁx-dsa.hemw)
:ﬁ?"‘ﬁmn-—ﬁ—— ALEL MLLL

Record all column values for verification purposes.

If DNS aliases are being leveraged for the servers, this should not change. If is
using hostnames, and the hostnames are changing, these column values may need
manual modification after the restore; if you want to update the CN on the BigFix
internal certificates, see How to change the Common Name (CN) on BigFix internal
certificates.

Server Recovery

How to perform a server recovery.

1. Ensure that the new BigFix server computer can be reached on the network using the
same URL that is in the masthead file. (For example: ht t p: //192. 168. 10. 32: 52311/
cgi - bi n/ bf gat her. exe/ actionsite OR http://bigfixserver.conpany. com 52311/

cgi - bi n/ bf gat her. exe/ acti onsi t e).

Note: To avoid issues when the BigFix clients connect to the BigFix server
before it is fully restored, ensure that the BigFix server is not available on the

network until the recovery is complete.

2. Remove all the installed BigFix components, including any plug-in. For more
information about removing the BigFix components on Linux, see Removing the BigFix

components from Linux (on page 209).


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0109312
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0109312
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3. Remove the following BigFix files and folders:

/ et c/ opt / BES*
/ opt | BES*
/ t np/ BES
[ var /| og/ BES*
[ var/ opt / BES*

Where "BES*" is a prefix followed by the name of a BigFix component, for example
"BESClient".
4. Restore the previously saved BFENT and BESREPCR as follows:

su - db2instl
db2 restore db BFENT
db2 restore db BESREPOR

If saved with an absolute path, use the following command:

su - db2instil
db2 restore db BFENT from / Absol ut e/ Pat h/ O/ Backup/ Fol der
db2 restore db BESREPCR from / Absol ut e/ Pat h/ O / Backup/ Fol der

5. Restore only the previously saved folders and files:

[ var/ opt/BESC i ent

[ var / opt / BESConmon

[ var/ opt / BESSer ver

[ var / opt / BESWebReport sSer ver
[ var/ opt / BESWebUI

6. Remove the old password files:

/var/ opt/ BESC i ent/ bescl i ent . obf
[ var/ opt / BESSer ver / besser ver . obf
[ var /| opt / BESWebReport sSer ver/ beswebr eport s. obf

7. Copy the old configuration files in a temporary directory, as they might contain custom

settings that you use, then delete them:
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/var/ opt/BESC i ent/besclient.config

[ var/ opt / BESSer ver/ besserver. config

[ var / opt / BESWebReport sServer/ beswebr eports. config
/ var/ opt / BESWebUI / beswebui servi ce. config

8. If you have installed WebUI, remove the cer t folder that contains the WebUI

certificates:

[ var/ opt / BESWebUI / cert

9. Download the same BigFix version and run the installation with option - r euseDb:

./linstall.sh -reuseDb

Install the BigFix server components using the masthead file and specifying the same
path used in the original installation option.

« If migrating the Primary/Master server, on the Select Database Replication page
of the server installer, select “Single or Master Database”, and proceed through
the installer screens as usual.

« If migrating the Secondary/Replica server, on the Select Database Replication
page of the server installer, select “Replicated Database”, and proceed through
the installer screens as usual.

10. Manually add again the custom settings that you use by copying them from the old

configuration files backed up in step 7 to the new configuration files:

/var/ opt/BESC i ent/besclient.config

[ var/ opt / BESSer ver/ besserver. config

[ var / opt / BESWebReport sServer/ beswebr eports. config
/ var/ opt / BESWebUI / beswebui servi ce. config

created by the installation at Step 9.
11. Reinstall the UAImporter, BES Server Plugin Service, and any plugins or components
that are currently installed on the original BigFix server by re-deploying the appropriate

Fixlets.
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Verifying restore results
Ensure that your BigFix Server has been restored.

Perform the following steps:

1. Verify that all services are started.

2. Log in to the BigFix console and verify that the login works and that the database
information was restored. In case of a login failure, see Error "Bad sequence
parameter" when opening the BigFix Console.

3. Use the DB client to connect to BFENT and examine the DBINFO and
REPLICATION_SERVERS tables. Compare the current values to the values noted
running the Server Backup procedure.

4. Verify that the new BigFix Server is able to connect to the database. Check all the
Server logs for error messages on connecting to the database.

5. Reconfigure any appropriate BigFix Server settings.

6. If leveraging a DNS name/alias within the masthead, perform a DNS switch for the
DNS name so that the alias now points to the new BigFix Server. Wait for the DNS
switch to propagate (this may take some time depending on your DNS services/
infrastructure).

7. Ensure that the BigFix clients and BigFix relays connect to the server when it is
available and report data to it. Full recovery with all agents reporting might take from
a few minutes to many hours (depending on the size of the deployment and how
long the server was unavailable). At least some agents should be reporting updated
information within an hour.

8. After verifying that some agents are reporting to the server, send a blank action: Tools
> Take Custom Action to all computers. The blank action does not make any changes
to the agent computers, but the agents report that they received the blank action.

9. After restoring the data from the last backup, the BigFix server might restart at an
earlier state with a disalignment between its mailbox and that of each relay. In this
case, the BigFix server needs to resynchronize with the relays that have continued
to process requests, otherwise the relays might ignore the requests of the server. To
realign the mailboxes, see How to realign mailboxes after restoring a BigFix database

backup.


https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023746
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0023746
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0097890
https://support.hcltechsw.com/csm?id=kb_article&sysparm_article=KB0097890
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10. Log in to the web reports and ensure that the data was restored.

Note: If a remote datasource is defined in the Web Reports configuration, Web
Reports connects to the datasource only after you re-enter the datasource

credentials in the Web Reports Administration > Datasource Settings > Edit

page.

Enabling the DB2 database online backup

Starting from BigFix Version 9.5 Patch 3, you can customize your Linux environment to run
the online backup of the BFENT and BESREPOR DB2 databases.

The advantage of running a DB2 online backup is that the backup can run while the
applications and the services are accessing the database so there is no outage time
window. You can either schedule the online backup or run it from the DB2 command line on
the DB2 server.

As a prerequisite for running the DB2 online backup, you must ensure that the DB2 archive

logging is active on the DB2 server.
From the BigFix point of view, these are the possible scenarios that you might run into:
You ran a fresh install of BigFix V9.5 Patch 3

In this case the BigFix databases are already enabled to use the DB2 database
online backup. You only need to enable the DB2 archive logging function for

the BigFix databases on the DB2 server.
You upgraded BigFix from an earlier version to V9.5 Patch 3

If so, you must enable the BigFix databases to use the DB2 database online

backup function as indicated in https://bigfix-mark.github.io/.

DSA Recovery

When recovering a lost DSA server, all top-level BigFix relays (and therefore the entire

deployment) should already be pointing to the remaining DSA server.


https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0051344.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0051344.html
https://www.ibm.com/support/knowledgecenter/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0051344.html
https://bigfix-mark.github.io/
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It is recommended to leave all relays and clients reporting up to the working DSA server
during this recovery procedure. If your existing relay settings do not allow this, isolate the
server being restored on the network such that only the working DSA server can connect to

it.

1. If the master DSA server fails, run the following procedure on the BFEnt er pri se
database to promote the secondary DSA server to master during restoration and

replication of the failed server.

db2
set schema dbo
sel ect serverid from DBI NFO (take count of SERVERI D)
set current function path dbo
cal |l update_adm nFi el ds(' Z: mast er Dat abaseServer| D ,' <serverid>') -
Repl ace

SERVERID with the value fromthe previous query

In this way, you can install a new DSA server and you can run the Administration Tool
on the secondary DSA server during the restoration of the failed server.
2. On the existing DSA server, delete the failed DSA server id from the database:
a. List the IDs of the DSA servers:

sel ect * from REPLI CATI ON_SERVERS

b. After identifying the failed server ID, run the following procedure:

call dbo.delete_replication_server(lD)

3. Restore the server operating system and database software in a pristine state without
any BigFix server or the BigFix database remnants.

4. If you followed the server backup procedure described at:
Server Backup (on page 456)
Follow the server recovery procedure, starting from Step 3, described at:

Server Recovery (on page 458)
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5. Stop the BigFix FillDB process, set the following keywords in the besser ver. confi g
file and restart the FillDB process.

Per f or manceDat aPat h = <Performance Data Path_fil enane>
Unl nterrupti bl eReplicati onSeconds = 14400

Repl i cati onDat abase=<DBNane>

Repl i cati onUser =<DBUser >

Repl i cat i onPasswor d=<DBPasswor d>

where <Per f or mance_Dat a_Pat h_f i | ename> might be / var / opt / BESSer ver/
Fill DBData/ Fill DBPerf.I og.
6. After replication completes, run the following procedure in the database to promote

this newly restored BigFix server to be the master server.

db2
set schema dbo
sel ect serverid from DBI NFO (take count of SERVERI D)
set current function path dbo
call update_adm nFi el ds(' Z: mast er Dat abaseServer| D , ' <serverid>') -
Repl ace

SERVERID with the value fromthe previous query

7. Reinstall and reconfigure the plug-ins. Configuration information can be gathered from
the currently operating DSA server or from installation notes and configuration details
kept by the Administrator.

8. Set the following keywords in the besser ver. confi g file and restart the BES FillDB

service:

Per f or ranceDat aPath = ""

Unl nterrupti bl eReplicati onSeconds = 120

9. Launch the Administration Tool and update the replication interval on this restored
server to the desired level. Typically, this value should match the interval set on the

other DSA server.
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Note: Depending on the size of the deployment, the replication process
might take multiple days to complete. To validate its completion, look for a
Repl i cati on Conpl et ed message in the Fi | | DBper f . | og file. Connecting
a separate BigFix console to each DSA server and comparing contents is

another way to check that the data is synchronized in both deployments.

10. Revalidate the datasource on the Web Reports, editing the existing one.

Note: When you switch the servers, you have to wait for the endpoints to register
with the new master server before you can send mailbox actions to them. Endpoints
register automatically and periodically to a server by default every 6 hours. In the
meantime, if you need to run any actions, this can be accomplished by running them

as Dynamically target by property.



Chapter 17. Upgrading on Windows systems

Before you begin

« It is not possible to upgrade from BigFix Version 9.5.17 to Version 10.0.0 and 10.0.1.

« Carefully review the minimum OS and database requirements for BigFix Server.

« Ensure that the current version is at 9.5.10 or later.

« If you are using MS SQL Always On Availability Group, you must temporarily disable
the feature.

Upgrade the BigFix components to V10.0 strictly in the following order:

1. The BigFix servers and consoles. These components must match their versions and
must be upgraded at the same time (consoles with a version earlier than or later than
the server version are not allowed to connect to the server and database).

2. The BigFix relays

3. The BigFix agents.

During the upgrade, the versions of the different components must respect this rule: ser ver

version >= relay version >= client version

As a best practice, follow the instructions provided in Running backup and restore (on
page 447) to make a recovery copy of your BigFix Server environment and to ensure that, if

needed, you can run the rollback (on page 478).

For upgrading a DSA environment, or an environment having remote database, or remote

components, see Manual upgrade (on page 472).

Note: If the WebUI is deployed, it should be upgraded at the same time as the BES

Server. See WebUI Installation.

BigFix client backward compatibility

Before upgrading the BigFix server to Version 10, ensure that it is at Version 9.5.10 or later.

Complete the upgrade in the following order:


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_webui_installation.html
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1. The server.

2. The relays. If relays are configured in a hierarchy, upgrade the top-level relays before
the lower-level relays.

3. The clients.

If you have a BigFix client with an earlier version than Version 10, consider the following:

« BigFix clients and relays versions earlier than Version 9.2 are not supported.

* You might encounter issues when upgrading a Version 9.2 client that has settings
whose name or value contain non-ASCII characters. If custom settings with these
values exist, check that they have not been altered after upgrading to Version 10.

« To correctly display reports of clients deployed with different code pages and

languages you must have ALL components at least at Version 9.5.

Upgrade paths for BigFix 10

The following tables describe the upgrade paths to BigFix 10:

- Server upgrade

Table 12. Server Upgrade

Upgrade from Windows Upgrade
7.X No
8.x No
9.0 No
9.1 No
9.2 No
9.5 Yes
Note: The BigFix server must
be at V9.5.10 or later before
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Upgrade from Windows Upgrade

you can upgrade it to Version
10.0.0.

Note: It is not possible to up-
grade from BigFix Version
9.5.17 to Version 10.0.0 and

10.0.1.
* Client upgrade
Table 13. Client Upgrade
Upgrade Windows UNIX Up- Mac Up-
from Upgrade grade grade
9.0 Yes Yes Yes
9.1 Yes Yes Yes
9.2 Yes Yes Yes
9.5 Yes Yes Yes

Before upgrading

Perform these steps before upgrading the BigFix components:

1. Ensure that the BigFix WebUI service is stopped before starting to upgrade the BigFix
components, and do not start it again until the overall upgrade procedure completes
successfully. This step applies any time, regardless of whether the WebUI is installed
on the same system as the BigFix Server or on a different system.

2. Close all BigFix consoles.

3. Back up your BigFix server and database as described in Server Backup (on page
448).
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4. Back up your li cense. pvk,l i cense. crt, and mast head. af xmto a separate location on
the BigFix server or to a USB key.

5. Ensure that you have enough free space for the BigFix database. The free space
projection involves a number of factors: the row counts of specific tables, the density
of the data pages storing the tables and indexes, and specific database options for
log management and table compression. The basic rule of thumb for the 9.5 upgrade
is to ensure that you can accommodate a 100% growth in the size of the database
(twice its current size) if upgrading from V9.2. The additional space is required
to manage the growth of tables for UTF-8 transcoding, including the allocation of
temporary space for the movement of data within the BigFix databases. You can
determine the database size through the Microsoft SQL Server Management Studio.

6. Upgrade SQL Databases.

7. Increase the replication interval to prevent the replication from failing repeatedly
during the upgrade. For additional information, see the Configuration Guide..

8. Upgrade the BigFix components in the following order:

a. The console and the server must have the same version and must be upgraded
at the same time.
b. Relays
c. Clients
Servers, relays, and clients do not need to match versions and the upgrade of these
components can occur at different times. Clients with earlier versions can continue to
report to later versions of relays or servers, but might not have all the functionality of

the later releases.

Note:

Existing BigFix proxy configurations defined on the server are automatically
migrated to the V9.5 proxy configuration settings and behavior. For more
information about BigFix V9.5 proxy configuration settings, see Setting up a

proxy connection (on page 419).

If the existing proxy configuration exploits the BESGat her _Ser vi ce, during
the migration you are prompted to enter the password of the user that you

specified for the BESGat her _Ser vi ce. The migration process uses that
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password to access the Internet Explorer and to map the proxy configuration
settings into the set of registry keys used in V9.5 and documented in Table 9:

Proxy configuration settings for server and relays (on page 432).

9. In a Distributed Server Architecture (DSA) environment, run the BigFix server upgrade
on the primary server first, then upgrade the secondary servers.
10. After the upgrade, run the BigFix Administration Tool to do the following tasks:
« Update the data with SHA-2 signature.
 Update a remote database.
« Set the NIST security standards, if needed.

Note:

« For large deployments, the server upgrade might take several minutes.

- After upgrading, you might experience a slower deployment. The upgrade
downtime might create a backlog of client reports and it might take several
hours for the BigFix server to process this backlog after the upgrade has been
completed.

« Check your password characters. After the upgrade, passwords containing
non-ASCII characters are corrupted and users cannot log in anymore. In this
case, before using the product, you must reset this type of password to either

the same password or a new password without non-ASCII characters.

Upgrade prerequisite checks

The following prerequisite checks are automatically run by the upgrade procedure on the
BigFix Server. If any of these checks fails, the upgrade does not start and the procedure

exits with an error message.

You can rerun the upgrade after you ensure that the condition that failed is satisfied. The

upgrade procedure checks that:
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« The size of the Upload Manager Buffer Directory and the number of files that it
contains do not exceed the 90% of the values that are specified in the following

settings:

_BESRel ay_Upl oadManager _Buf f er Di r ect or yMaxSi ze
_BESRel ay_Upl oadiManager _Buf f er Di r ect or yMaxCount

If the check fails: Fix the issue by running the following Fixlets available in the BES

Support site, and then rerun the upgrade:

2695: WARNI NG Upl oad Manager Directory exceeds file max nunber - BES
Server

2696: WARNI NG Upl oad Manager Directory Full - BES Server

« The site names listed in the following columns of the database contain only ASCII
characters:

LOCAL_OBJECT_DEFS. Nane
LOCAL_OBJECT_DEFS. Si t enane

If the check fails: Rename the site names and fix the content referencing them.
« The size of the data related to custom content and the actions that are contained in
the ACTI ON_DEFS. Fi el ds and LOCAL_OBJECT_DEFS. Fi el ds fields does not exceed the

maximum size allowed in the new database schema.

If the check fails: Shorten the exceeding data length.
* The data contained in each of the following fields does not exceed the maximum
index length:

DASHBOARDDATA. NANMVE
UNVANAGEDASSET_FI ELDS_TYPES. FI EL DNAME
VEBUI _ DATA. NAMVE

If the check fails: Shorten the data contained in the fields as required.
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Run these steps, if you are in a DSA environment and any of the prerequisite checks fails on

the primary server, which is the first server that is upgraded:

1. Run the needed corrective actions on the primary server.

2. Wait for a full replica on the secondary servers to ensure that the same corrective
actions are applied to their databases as well.

3. After the full replica completes, rerun the upgrade on the primary server and then on

the secondary servers.

Automatic upgrade

You can proceed with an automatic upgrade using the "BigFix - Updated Platform Server

Components version x.x.x Now Available!" Fixlet.

Note: For environments with a remote server or DSA, see Manual upgrade (on page
472).

Manual upgrade

Use the manual upgrade instead of the Fixlet upgrade when you upgrade a DSA multiple
server environment or a BigFix server which uses a remote database, or a BigFix

environment having remote WebUI or remote Web Reports server.

Note: During the upgrade of a DSA server, ensure that no services are running on
all the other DSA servers to prevent the upgrading system from becoming unstable

when a replication process starts against it.

In order to perform a manual upgrade, see the following sections in the order in which they

are listed below.

Upgrading the installation generator

From the computer where you installed the BigFix Installation Generator, perform these

steps.
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1. Download and run the new BigFix Server installer from http://support.bigfix.com/bes/
install/downloadbes.html

2. Click Yes when you are prompted to upgrade and follow the installer instructions.

Upgrading the server
Procedure to upgrade the server.
1. Copy the BigFix Server installation folder to the BigFix Server computer. The

default location of the BigFix Server installation folder is %°ROGRAM FI LES% Bi gFi x

Ent erpri se\ BES I nstall ers\Server.

Note: If you have a remote database, prior to upgrading see Upgrading a

BigFix server with a remote database (on page 474).

2. Run the BigFix Server installer (set up. exe) on the BigFix Server computer.

Note: Before starting to upgrade, the upgrade procedure runs a set of
prerequisite checks. If any of them fails, you can do the required corrective
actions and then rerun the upgrade procedure. For more information, see

Upgrade prerequisite checks (on page 470).

3. Follow the installer instructions to upgrade.

4. Run the Administration Tool BESAdni n. exe to distribute the updated license.

Note:


http://support.bigfix.com/bes/install/downloadbes.html
http://support.bigfix.com/bes/install/downloadbes.html
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1. Before upgrading, it is advisable to delete or rename the server_audit. | og
file to avoid inaccurate interpretation of file encoding.

2. After upgrading the server to Version 9.5.5 the WebUI must select and get new
data due to data movement in the database. This might temporarily prevent
the FillDB process from processing the client reports.

3. The License Key Password cannot contain double quotes and cannot be

longer than 35 characters.

Upgrading a BigFix server with a remote database

The upgrade Fixlet in the Support site does not upgrade a remote server correctly. Run the

full BigFix server installer to perform the upgrade.

Remote database setups might encounter problems during upgrade and require resetting
database connection settings after manually running the BigFix Server installer. Because the
upgrade Fixlet in the Support site does not upgrade a Server correctly, you must run the full
Server installer to perform the upgrade. The upgrade process might reset remote database
configurations on the server; the troubleshooting steps can help you find any configurations

that are incorrect after the upgrade.

Pre-upgrade checklist:

1. Back up your database.
2. Check if your authentication method is SQL or NT.

NT Authentication
Take note of the NT Domain account used for BigFix Server Services.
SQL Authentication

Take note of the SQL account used for SQL Authentication Registry

values.
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3. Take a screenshot of ODBC connections; bes_bfenterprise, bes_EnterpriseServer,
enterprise_setup, and LocalBESReportingServer.

4. Verify the DB Owner or SA rights for this account. It is critical that an NT user
performing the upgrade, that is the user that will run setup.exe, has the appropriate

database permissions.

Upgrade procedure:

1. Upgrade the Server Installers using the Support Fixlets.
2. Run the Server installer as a user that has DB Owner permissions to the database
server. The installer recognizes that the Server is at an earlier version and asks if you

want to upgrade to the latest version.

Troubleshooting steps:

If the installation does not complete successfully, run the following steps:

1. Check the system DSN for bes_bfenterprise. It should point to the database server
and set to use the BFEnterprise database as the default database. Double check if it is
set to use NT or SQL Authentication correctly. The FillDB and GatherDB services fail to
connect to the database if this DSN is not configured correctly.

2. Check the system DSN for LocalBESReportingServer. It should point to the remote
database server and set to use the BESReporting database as the default database.
Check if the system DSN is set to use NT or SQL Authentication correctly. You
will receive an error message prior to the Web Reports login request if this is not
configured correctly.

3. If you are using NT Authentication, check that the FillDB, GatherDB and Web Reports
services are configured to run as your service account with permission to the
database.

4. If you are using SQL Authentication, check that the username and password registry
keys are set correctly.

5. If your console gives an error message that the database has the wrong version, you

might need to run the database upgrade scripts manually to upgrade the database.
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Run the BigFix Administrator Tool (BESAdmin.exe) to update the remote database
tables; you will be prompted for the site admin password.

Note: The besadmin.exe should be run automatically, if your account has the

DB Owner or SA privileges to the remote database.

The BigFix server is now correctly upgraded.

Upgrading the Console

How to upgrade the BigFix Console.

1. Copy the BigFix Console installation folder to all computers that are running the BigFix
Console. The default location for the BigFix Console installation folder is %°ROGRAM
FI LES% Bi gFi x Enterprise\BES Installers\Consol e.

2. Run the BigFix Console installer (set up. exe) on all the computers currently running
the BigFix Console.

Upgrading the WebUI

Procedure to upgrade the WebUI.

Note: Since the May 2023 WebUI update, Windows Server 2012 R2 is no longer
supported by the WebUIl component. If you have the WebUI installed on this
operating system, you need to move the WebUI on a supported operating system.

For more details, refer to the BigFix WebUIl documentation.

Note: If the WebUI is deployed, it should be upgraded at the same time as the BES
Server. See WebUI Installation.


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_webui_installation.html
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1. Copy the BigFix WebUI installer (default location is %PROGRAM FI LES% Bi gFi x
Ent er pri se\ BES I nstal | er s\ WebUl ) to the client computer that is running the BigFix
WebUI.

2. Stop the WebUI Service.

3. Run the installer on the computer that is running the WebUI. The installer detects the
WebUI and offers to upgrade it for you.

4. Follow the installer instructions to upgrade the BigFix WebUI.

5. Start the WebUI Service.

Upgrading the relays

To upgrade the BigFix from the BigFix console, apply the Updated Windows Relay Fixlet to

all relevant relays.

Upgrading the clients

You can upgrade the BigFix Clients by copying the BigFix Client installation folder to each

computer that is running the BigFix Client, and then running set up. exe.

The default location for the BigFix Client installation folder is C: \ Pr ogr am Fi | es\ Bi gFi x

Enterprise\BES Installers\dient.

Upgrading the Web Reports server

To upgrade a stand-alone Web Reports server on Windows, copy the BigFix Server
installation folder to the Web Reports Server computer. The default location of the

BigFix Server installation folder is %°ROGRAM FI LES% Bi gFi x Ent er pri se\ BES

I nst al | er s\ Ser ver . Runthe Bi gFi x- BES- Ser ver setup.exe, which detects the Web

Reports installation and offers to upgrade it for you.

If Web Reports is installed on the same computer as the BigFix server, the installer upgrades

them together.

Note: The user running the upgrade must have DBO permissions on the BigFix

databases.



Installation Guide | 17 - Upgrading on Windows systems | 478

Note: If the WebUI is deployed, it should be upgraded at the same time as the BES
Server. See WebUI Installation.

Rollback

If you made a recovery copy of your BigFix Server data and configuration as described in
Server Backup (on page 448), you can roll back your BigFix Server to its original status,
before running the upgrade, following the instructions provided in Server Recovery (on page
450).


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_webui_installation.html

Chapter 18. Upgrading on Linux systems

Before you begin

« It is not possible to upgrade from BigFix Version 9.5.17 to Version 10.0.0 and 10.0.1.
« Carefully review the minimum OS and database requirements for BigFix Server.

» Ensure that the current version is at 9.5.10 or later.
Upgrade the BigFix components to V10.0 strictly in the following order:

1. The BigFix servers and consoles. These components must match their versions and
must be upgraded at the same time (consoles with a version earlier than or later than
the server version are not allowed to connect to the server and database).

2. The BigFix relays.

3. The BigFix agents.

During the upgrade, the versions of the different components must respect this rule: ser ver

version >= relay version >= client version

As a best practice, follow the instructions provided in Running backup and restore (on
page 447) to make a recovery copy of your BigFix Server environment and to ensure that, if

needed, you can run the rollback (on page 491).

For upgrading a DSA environment, see Manual upgrade (on page 487).

Note:

« If you are planning for an in-place upgrade starting from BigFix Server V9.5.14
or later with DB2 10.5, upgrade DB2 to version 11.5 first and then the BigFix
Server to V10.0.

« If you are planning for an in-place upgrade starting from BigFix Server V9.5.13
or earlier with DB2 10.5, upgrade the BigFix Server to the latest available patch
of V9.5 first, then upgrade DB2 to 11.5, and lastly, upgrade the BigFix Server to
V10.0
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Note: If the WebUI is deployed, it should be upgraded at the same time as the BES
Server. See WebUI Installation.

BigFix client backward compatibility

Before upgrading the BigFix server to Version 10, ensure that it is at Version 9.5.10 or later.

Complete the upgrade in the following order:

1. The server.

2. The relays. If relays are configured in a hierarchy, upgrade the top-level relays before
the lower-level relays.

3. The clients.

If you have a BigFix client with an earlier version than Version 10, consider the following:

« BigFix clients and relays versions earlier than Version 9.2 are not supported.

* You might encounter issues when upgrading a Version 9.2 client that has settings
whose name or value contain non-ASCII characters. If custom settings with these
values exist, check that they have not been altered after upgrading to Version 10.

« To correctly display reports of clients deployed with different code pages and

languages you must have ALL components at least at Version 9.5.

Upgrade paths for BigFix 10

The following tables show the upgrade paths to BigFix 10:

- Server upgrade

Table 14. Server Upgrade

Upgrade from Linux Upgrade
9.0 No

9.1 No



https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_webui_installation.html

Installation Guide | 18 - Upgrading on Linux systems | 481

Upgrade from Linux Upgrade
9.2 No

9.5 Yes

Note: The BigFix server must
be at V9.5.10 or later before
you can upgrade it to Version
10.0.0.

Note: It is not possible to up-
grade from BigFix Version
9.5.17 to Version 10.0.0 and
10.0.1.

* Client upgrade

Table 15. Client Upgrade

Upgrade from  Windows Upgrade  UNIX Upgrade Mac Upgrade
9.0 Yes Yes Yes
9.1 Yes Yes Yes
9.2 Yes Yes Yes
9.5 Yes Yes Yes

Automatic databases backup upon upgrade

You can configure your BigFix Server to automatically run the backup of the BFENT and

BESREPOR databases before and after running the upgrade process.

To enable this behavior you must assign an existing path, accessible both by r oot
and by the database instance owner, by default db2i nst 1, to the advanced option

aut omat i cBackupLocat i on, for example:
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[ opt / BESSer ver/ bi n/ BESAdm n. sh - set advancedopti ons
-sitePvkLocati on=<pvkLocation> -sitePvkPassword=<pvkPasswor d>

-updat e aut omati cBackuplLocati on="/ny/ pat h"

This behavior applies both when you run the upgrade from the command line and when you
run the upgrade by deploying the upgrade Fixlet.

Two backups are generated for each of the BFENT and BESREPOR databases during this
process, one before the upgrade and one after the upgrade, for a total of four backups.
The files containing the backups are stored in the directory that you specified in the

aut omat i cBackupLocat i on advanced option.

Note: Ensure that there is enough disk space available on the file system to store
the four backup files.

These are sample backup files generated during the upgrade:

BFENT. 0. db2i nst 1. DBPART000. 20160711142219. 001
BESREPCOR. 0. db2i nst 1. DBPART000. 20160711142240. 001

BFENT. 0. db2i nst 1. DBPART000. 20160711142306. 001
BESREPCR. 0. db2i nst 1. DBPART000. 20160711142327. 001

The fifth digit in the file name is a time stamp. For example, 20160711142219 in the first file
means 2016- 07- 11 at 14:22:19.

In the installation log BESI nst al | . | og you can see the time stamp of each database
backup along with the information about whether the backup was generated before or after
the upgrade.

Troubleshooting the automatic databases backup feature

If one of the initial backup fails, the upgrade process fails. Investigate what prevented the
backup from running and rerun the upgrade.
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If one of the two final backups fails, the BigFix server is upgraded successfully and you get
a warning message informing you that one of the two final backups failed. Investigate what

prevented the backup from running and rerun the backup of the database manually.

You find the information about the backup failure in the / var /| og/
BESAdm nDebugQut . t xt file.

Disabling the automatic databases backup feature

If you want to disable the automatic backup feature, run the command:

/ opt / BESSer ver/ bi n/ BESAdmi n. sh - set advancedopti ons
-sitePvkLocati on=<pvkLocati on> -sitePvkPasswor d=<pvkPasswor d>

-del ete aut omati cBackuplLocati on

Before upgrading

Perform these steps before upgrading the BigFix components:

1. Ensure that the BigFix WebUI service is stopped before starting to upgrade the BigFix
components, and do not start it again until the overall upgrade procedure completes
successfully.

2. Close all BigFix consoles.

3. Back up your BigFix server and database as described in Server Backup (on page
456).

4. Back up your | i cense. pvk, | i cense. crt, and mast head. af xmto a separate location
on the BigFix server or to a USB key.

5. Ensure that you have enough free space for the BigFix database. The free space
projection involves a number of factors: the row counts of specific tables, the density
of the data pages storing the tables and indexes, and specific database options for
log management and table compression. The basic consideration for the 9.5 upgrade
is to ensure that you can accommodate a 100% growth in the size of the database
(twice its current size) if upgrading from V9.2. The additional space is required

to manage the growth of tables for UTF-8 transcoding, including the allocation of
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temporary space for the movement of data within the BigFix databases. You can
determine the database size through the get_dbsize_info procedure.
6. If your server is configured in a DSA environment, increase the replication interval
to prevent the replication from failing repeatedly during the upgrade. For more
information, see the Configuration Guide..
7. Upgrade the BigFix components in the following order:
a. Servers and consoles. The console and the server must have the same version
and must be upgraded at the same time.
b. Relays
c. Clients
Servers, relays, and clients do not need to match versions and the upgrade of these
components can occur at different times. Clients with earlier versions can continue to
report to later versions of relays or servers, but might not have all the functionality of
the later release.

Note: Existing BigFix proxy configurations are automatically migrated to the
V9.5 proxy configuration settings and behavior. For more information about
BigFix V9.5 proxy configuration settings, see Setting up a proxy connection
(on page 419).

8. In a DSA environment run the BigFix Server upgrade on the primary server first. Then
upgrade the secondary servers.

Note:

- For large deployments, the server upgrade might take several minutes.

« After upgrading, you might initially experience a slower deployment. The
upgrade downtime might create a backlog of client reports and it might take
several hours for the BigFix server to process this backlog after the upgrade
completed.
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« Check your password characters. After the upgrade, passwords containing
non-ASCII characters are corrupted and users cannot log in anymore. In this
case, before using the product, you must reset this type of password to either

the same password or a new password without non-ASCII characters.

Upgrade prerequisite checks

The following prerequisite checks are automatically run by the upgrade procedure on the

BigFix Server.

If any of these checks fails, the upgrade does not start and the procedure exits with an error
message. You can rerun the upgrade after you ensure that all the condition that failed is

satisfied. The upgrade procedure checks that:

* The size of the Upload Manager Buffer Directory and the number of files that it
contains do not exceed the 90% of the values that are specified in the following

settings:

_BESRel ay_Upl oadManager Buf f er Di r ect or yMaxSi ze
_BESRel ay_Upl oadManager Buf f er Di r ect or yMaxCount

If the check fails: Fix the issue by running the following Fixlets available in the BES

Support site, and then rerun the upgrade:

2695: WARNI NG Upl oad Manager Directory exceeds file max nunber - BES
Server

2696: WARNI NG Upl oad Manager Directory Full - BES Server

« The site names listed in the following columns of the database contain only ASCI|

characters:

LOCAL_OBJECT_DEFS. Nane
LOCAL_OBJECT_DEFS. Si t ename

If the check fails: Rename the site names and fix the content referencing them.
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» The size of the data related to custom content and actions contained in the
ACTI ON_DEFS. Fi el ds and LOCAL_OBJECT_DEFS. Fi el ds fields does not exceed the
maximum size allowed in the new database schema.

If the check fails: Shorten the exceeding data length.

» The VARGRAPHI Cfields in the database do not exceed the maximum size after

transcoding.

If the check fails: Follow the instructions provided in the error message returned

by the upgrade procedure. Depending on how critical the failure is, you might be
requested to reduce the content of the fields as required before rerunning the upgrade,
or to run the BigFix upgrade in two steps, to V9.5.4 first, and then to V9.5.5.

« The table spaces hosting the following tables have enough disk space available to
store the WebUI indexes:

COVPUTERS

VERSI ONS

DASHBOARDDATA

EXTERNAL_ANALYSI S_PROPERTY_TRANSLATI ONS
EXTERNAL_ANALYSI S_TRANSLATI ONS

EXTERNAL _FI XLET_ACTI ON_SETTI NGS_USER_GROUPS
EXTERNAL_FI XLET_TRANSLATI ONS

If the check fails: Move the tables to USERSPACE. For information about how to
accomplish this task, see https://www.ibm.com/support/knowledgecenter/en/
SSEPGG_10.5.0/com.ibm.db2.luw.sql.rtn.doc/doc/r0055069.html.

» The number of rows contained in the DBI NFOdatabase table does not exceed one.

If the check fails: Remove the unnecessary rows from the table.

If you are in a DSA environment and any of the prerequisite checks fails on the primary
server, which is the first one to be upgraded, run these steps:


https://www.ibm.com/support/knowledgecenter/en/SSEPGG_10.5.0/com.ibm.db2.luw.sql.rtn.doc/doc/r0055069.html
https://www.ibm.com/support/knowledgecenter/en/SSEPGG_10.5.0/com.ibm.db2.luw.sql.rtn.doc/doc/r0055069.html
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1. Run the needed corrective actions on the primary server.

2. Wait for a full replica on the secondary servers to ensure that the same corrective
actions are applied to their databases as well.

3. After the full replica completes, rerun the upgrade on the primary server and then on

the secondary servers.

Automatic upgrade

You can proceed with an automatic upgrade using the "BigFix - Updated Platform Server

Components version x.x.x Now Available!" Fixlet.

Note: For environments with a remote server or DSA, see Manual upgrade (on page
487).

Manual upgrade

Use the manual upgrade instead of the Fixlet upgrade when you upgrade a DSA multiple

server environment.

Note: During the upgrade of a DSA server, ensure that no services are running on
all the other DSA servers to prevent the upgrading system from becoming unstable

when a replication process starts against it.

Upgrading the server
Do the following steps to upgrade the server:
1. Copy the BigFix installable image to the BigFix server computer and extractitto a

folder.
2. On the BigFix server computer, run the BigFix server upgrade script:

./linstall.sh -upgrade [-opt BES LI CENSE PVK=<pat h+li cense. pvk>]
[-opt BES_LI CENSE_PVK_PWD=<passwor d>]
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where:
-opt BES LI CENSE PVK=<pat h+l i cense. pvk>

Specifies the private key file (fi | ename. pvk). This private key file and its
password are required to update the product license and perform the

required SHA-256 signature updates in the BigFix database.

Note: The notation <pat h+l i cense. pvk> used in the command

syntax stands forpath_to_license file/license. pvk.

-opt BES LI CENSE PVK PWD=<passwor d>

Specifies the password associated to the private key file

(fil ename. pvk).

The use of the optional parameters BES_LI CENSE_PVK and BES_LI CENSE_PVK_PWD
depends on the current release or patch level that the installer is upgrading and, in the
event the upgrade procedure requires to sign again the database, they are explicitly
asked for during the upgrade process. As an alternative, you can specify them anyway

and, if they are not required, they are ignored by the upgrade process.

Theinstal | . sh server script upgrades all the components it detects on the local

server.

If a Web Ul instance previously installed with a Fixlet is detected, also the Web Ul

component is upgraded.

Note: Before starting to upgrade, the upgrade procedure runs a set of
prerequisite checks. If any of them fails, you can do the required corrective
actions and then rerun the upgrade procedure. For more information, see

Upgrade prerequisite checks (on page 470).

3. Run the Administration Tool (. / BESAdni n. sh on Linux) to distribute the updated

license:
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[ opt / BESSer ver / bi n/ BESAdm n. sh - syncrmast headandl i cense
- si tePvkLocat i on=<pat h+l i cense. pvk>

- si t ePvkPasswor d=<passwor d>

Note:

1. For troubleshooting information see / var /1 og/ BESI nst al | . | og and / var/
| og/ BESAdmi nDebugQut . t xt files.

2. After upgrading the server to Version 9.5.5, due to data movement in the
database, the Web Ul must select and get new data. This might temporarily

prevent the FillDB process from processing the client reports.

Upgrading the Console

Do the following steps to upgrade the console:

1. Copy the BigFix console installation folder (default is: / var / opt / BESI nst al | er s/
Consol e) to all Windows computers that are running the BigFix console.
2. Run the BigFix console installer (set up. exe) on all the Windows computers currently

running the BigFix console.

Note: The BigFix console does not run on Linux computers.

Upgrading the relays

To upgrade the BigFix relays from the BigFix console, apply the Updated Red Hat Enterprise
Linux Relay Fixlet to all relevant relays.

Note: When upgrading a BigFix Ubuntu relay from Versions 9.5.7 or 9.5.8 to
Version 9.5.9, if you want to perform the manual upgrade, instead of running the
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Updated Ubuntu Linux Relay Fixlet, you must uninstall the relay and perform a fresh
installation.

Upgrading the clients

You can upgrade the BigFix clients in several ways:

« Upgrade BigFix clients individually by copying the BigFix client installable image to
each computer that is running the BigFix client, and then running the setup program

as follows:
rpm-U xXxx.rpm

where xxx is the name of the client installable image.
« Upgrade the BigFix clients by using the BigFix Client Deployment Tool, with a log
in script, or with another deployment technology. Simply run the new BigFix Client

installer on the computer with the old BigFix client.

Upgrading the Web Reports and WebUI standalone servers

On Linux, to upgrade a stand-alone Web Reports or WebUI server (or both), download the
Serverlnstaller_10.x. x-rhe6. x86_64. t gz installer archive, decompress it and run the

install.sh server upgrade script:
.linstall.sh -upgrade

To upgrade a standalone BigFix root server, WebUI, or Web Reports server, you can also use

the Fixlet BigFix - Updated Platform Server Components version 10.x.x.

Note: Since the May 2023 WebUI update, Red Hat Linux 7 (64-bit) is no longer
supported by the WebUI component. If you have the WebUI installed on this
operating system, you need to move the WebUI on a supported operating system.

For more details, refer to the BigFix WebUI documentation.
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Note: If the WebUI is deployed, it should be upgraded at the same time as the BES

Server. See WebUI Installation.

Rollback

If you made a recovery copy of your BigFix Server data and configuration as described in
Server Backup (on page 456), you can roll back your BigFix Server to its original status,
before running the upgrade, following the instructions provided in Server Recovery (on page

458).


https://help.hcltechsw.com/bigfix/10.0/webui/WebUI/Admin_Guide/c_webui_installation.html

Chapter 19. SQL Server parallelism
optimization

The performance of an SQL Server database instance can often be improved by small
tweaks. Performance might also be hindered by simple oversights. In fact, some SQL
Server parallelism settings have suboptimal default values. Moreover, they have to be re-
tuned after an hardware upgrade. Other issues might arise from inadvertent hardware

configurations, especially when SQL Server is hosted on a virtual machine (VM).

In particular, it is beneficial to customize these instance settings:

« maximum degree of parallelism (MaxDoP)

« cost threshold for parallelism (CTFP)

Starting from BigFix 10.0.2, you can use the / checksql ser ver par al | el i smBESAdmin
command to check if the MaxDoP and CTFP settings of your database instance are

configured appropriately, and to detect other issues described later.

SQL Server MaxDoP values for best performance

Microsoft recommends MaxDoP settings in Configure the max degree of parallelism Server

Configuration Option.

Server Number of SQL Server 2008-2014 SQL Server 2016 (13.x) and
configu- processors (10.x-12.x) newer
ration

Server Fewer than or Keep MAXDOP at or be- Keep MAXDOP at or below
with sin-  equal to 8 logical low the number of logi- the number of logical proces-
gle NUMA processors cal processor sors

node

Server More than 8 logi- Keep MAXDOP at 8 Keep MAXDOP at 8
with sin-  cal processors
gle NUMA

node


https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-degree-of-parallelism-server-configuration-option?view=sql-server-ver15
https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-degree-of-parallelism-server-configuration-option?view=sql-server-ver15
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Server Fewer than or Keep MAXDOP at or be- Keep MAXDOP at or below
with mul- equal to 8 logical low the number of logi- the number of logical proces-
tiple* NU- processors per cal processors per NU- sors per NUMA node

MA nodes NUMA node MA node

Server More than 8 log- Keep MAXDOP at 8 Keep MAXDOP at half the

with mul- ical processors number of logical processors
tiple* NU- per NUMA node per NUMA node with a MAX
MA nodes value of 16

* The number of NUMA nodes refers to the quantity of software NUMA (soft-NUMA) nodes,
if the soft-NUMA feature is enabled, and to the total hardware NUMA nodes otherwise.

On SQL Server 2016 (13.x) and later versions, the soft-NUMA feature is enabled by default
and set to automatically split hardware NUMA nodes with more than 8 logical processors
into smaller soft-NUMA nodes.The soft-NUMA feature can be configured so that soft-NUMA
nodes are created manually, or it can be completely disabled. For more information, refer to
Soft-NUMA (SQL Server).

MaxDoP changes do not require that you restart the SQL Server 2012 or 2019.

SQL Server CTFP values for best performance
Microsoft does not provide recommendations for setting the CTFP.

A common suggestion is setting it to a value between 15 and 50, with the understanding

that the best value for it depends on the workload.

For the database workload that the BigFix Server generates, test results show that setting
CTFP to 50 yields better performance than leaving it at 5.

CTFP changes do not require that you restart SQL Server 2012 and later versions such as
20109.

Troubleshooting scenario 1: Under-utilization of licensed cores in a VM

Because of a licensing restriction, SQL Server might not be able to use all available CPU

cores.


https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/soft-numa-sql-server?view=sql-server-ver15
https://docs.microsoft.com/en-us/previous-versions/sql/sql-server-2012/ms189094(v=sql.110)#follow-up-after-you-configure-the-max-degree-of-parallelism-option
https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-degree-of-parallelism-server-configuration-option?view=sql-server-ver15#FollowUp
https://docs.microsoft.com/en-us/previous-versions/sql/sql-server-2012/ms190949(v=sql.110)#follow-up-after-you-configure-the-cost-threshold-for-parallelism-option
https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-cost-threshold-for-parallelism-server-configuration-option?view=sql-server-ver15
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In particular, the license of some SQL Server editions (Express, Web and Standard) is

“limited to the lesser of n sockets or m cores."

For example, a database instance of SQL Server 2019 Express Edition is "limited to the
lesser of 1 socket or 4 cores" for its maximum compute capacity. See the Scale Limits
section of Editions and supported features of SQL Server 2019 (15.x). Because of that, this

edition of SQL Server can use only 4 cores on the same socket.

This limitation might lead to unexpected issues when SQL Server is installed on a virtual
machine. In fact, using a common VM configuration (that uses many virtual sockets with
few cores per socket) can severely limit the number of cores that SQL Server can use,

because of the SQL Server license limitations.

In the example, SQL Server 2019 Express can use up to 4 cores, but if it is installed on a VM

with 4 cores and 4 sockets (1 core per socket), it can use a single core.

In another example, the SQL Server 2019 Web license lets you use "the lesser of 4 sockets

or 16 cores".

If your VM has 16 (virtual) sockets and 1 core per socket, you can only use 4 cores out of

16. That is, you will use 4 sockets with 1 core each.

However, SQL Server can use all cores if you change your VM CPU configuration to use, for

example, 4 sockets and 4 cores per socket.

When you create a new VM, carefully choose the number of CPU sockets and the number of

total CPU cores.

If you are using the VMware vSphere Client, when creating a VM or editing its settings, you
can expand the "CPU" menu of the "Virtual Hardware" tab to configure the number of "cores

per socket", which determines the number of sockets.

To detect whether SQL Server is running in a VM, you can run this query and check for the

following result:

virtual _nachine type >= 1.

SELECT virtual _machi ne_type
FROM sys. dm os_sys_info


https://docs.microsoft.com/en-us/sql/sql-server/editions-and-components-of-sql-server-version-15?view=sql-server-ver15#Cross-BoxScaleLimits
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To detect how many cores (logical processors) SQL Server can use, run this query:

sel ect COUNT(*) AS sqgl UsedLogi cProcs
from sys.dm os_schedul ers

where status = 'VISI BLE ONLI NE'

The total number of logical processors that SQL Server can detect (but not necessarily use)

is returned by this query:

SELECT cpu_count AS Logi cal CpuCount
FROM sys. dm os_sys_i nfo

To find the active SQL Server license (edition), run this query:

SELECT SERVERPROPERTY( 'edition' )

Microsoft provides complete list of returned values in SERVERPROPERTY (Transact-SQL).

Ignore the Azure values.

Troubleshooting scenario 2: Uneven distribution of used cores
Even when SQL Server can use all licensed cores, performances might not be optimal.

Ideally, SQL Server is licensed to use all cores on the (virtual or physical) hardware of the

computer.

If SQL Server cannot use all cores on the computer, the impact on performance is smaller
when the cores it can use are evenly distributed among the hardware NUMA nodes of that
computer. If SQL Server can use only a small portion of the available cores, which is not
ideal, it can use only the cores on the NUMA nodes that host the n sockets that it is licensed

to use.

On physical hardware, the number of hardware NUMA nodes usually matches the number
of sockets, or, less commonly, is a multiple of it. For example, a physical socket can contain
one or more NUMA nodes.

On virtual hardware, the opposite can happen. The number of hardware NUMA nodes can
be smaller than the number sockets. That is, multiple sockets can be part of the same
hardware NUMA node.


https://docs.microsoft.com/en-us/sql/t-sql/functions/serverproperty-transact-sql?view=sql-server-ver15
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On Windows, you can use Resource monitor (resmon.exe) to check the number of hardware
NUMA nodes on your computer.

In the "CPU" tab, the panel on the right shows a graph for each NUMA node and CPU
processor.

D) Resource Monitor = | = -

File Monitor Help

| Overview | I3U| Memor}rl Disk | Metwork
[ ]
Processes ¥ 295 CPU Usage [T 1003t Maximum Frequency A - > | -
[] image FID Descrip...  Staflis Threads CPU  Averag.. = CPU - Total 100%
|:| perfman.exe 4040 Resour.. Running 17 23 1777 = -
|:| BESRootServer.exe 288 Server... Running 32 ] 5.86 _
[[] BESClient.exe 1064  BigFix.. Running 14 1 0.78 || Service CPU Usage 100%
[] system 4 MTKer..  Running 24 0 0.39 _
|:| lsass. exe 496 Lacal 5.  Running & 0 0.39 CPUD 1005
["] BESWebReportsserver.exe 1028 Server... Running 12 0 0.39 =
[] sqlservr.exe 1188 SQL Ser..  Running 47 0 0.39 -
|:| svchost.exe [LocalServiceMo... 1008 Host Pr...  Running 20 0 0.20 CPU 1 100%
[] smss.exe 204 Running 2 0 0.00
by b
[ 1

(N) Resource Monitor =|0 -

File Monitor Help

| Overview| CPU |Memor}r| Disk | Metwork

|

Processes B 53 CPU Usage [~ 100% Maximum Frequency A - > | views |w| |©
[] image FID Descrip... Statlis Threads CPU  Awverag.. |~ CPU - Total 100% =
|:| TiWwarker. exe 1632 Winda... Running 3 5 415 |=
|:| perfman.exe 1252 Resour.. Running 1F 0 0.05 ™ _
[] system 4 NTKer..  Running 134 0 0.03 Service CPU Usage 100%
|:| dwm,exe 752 Deskto.. Running 8 ] 0.03 = _
|:| System Interrupts - Deferre... Running - ] 0.01 7
[] svehost.exe termsves) 1824 Host Pr..  Running a4 0 0.01 BB bt Ll
|:| svehost.exe [RPCSS) 788 Host Pr...  Running F) 0 0.00 —
|:| vmtoaolsd,exe 1452 WMwar... Running 11 ] 0.00 NUMA Mode 1 100%
|:| svchost.exe [LocalServiceMet.., 908 Host Pr...  Running 12 0 0.00
[] smss.exe 396 Running 2 0 0.00 |~ _

= CPUD (Node 0) 100%
Services B 056 CPU Usage (v) |

If the panel shows only CPU graphs, that means there is only one NUMA node that hosts all
CPUs.

Alternatively, the following query returns the total number of hardware NUMA nodes on the
computer that hosts SQL Server:
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sel ect COUNT( DI STINCT nenory _node id ) as hwNurmaNodes
fromsys.dm os_nmenory_nodes

where nenory node id <> 64

In SQL Server 2016 and later, the automatic soft-NUMA feature splits virtual or physical
hardware NUMA nodes with more than 8 cores into multiple soft-NUMA nodes. This split
does not necessarily solve the performance degradation that unevenly assigned cores to

different hardware NUMA nodes causes; it might in fact only mask it.

You can use this query to detect the number of logical processors that are used on the

software or hardware NUMA nodes in use:

sel ect COUNT(*) as usedNunaNodes,

M N(onl i ne_schedul er _count) as m nUsedLogi cProcsPer NunaNode,
MAX(onl i ne_schedul er _count) as naxUsedLogi cProcsPer NumaNode
from sys.dm os_nodes

where online_schedul er count > 0 and node_state desc not |ike ' %WACY%

An example scenario is SQL Server Web on a computer with 2 sockets and 20 cores (10 per

socket).
n Remember: SQL Server Web can use the lesser of 4 sockets or 16 cores.

In this setup, SQL Server Web can use all the 16 licensed cores out of the total 20 that the

system provides.

However, how the 16 used cores are chosen among the total of 20 can make a difference in

performance.

Assuming there is a NUMA node for each socket, the used cores might be unevenly

distributed, like this example:

* 10 cores in NUMA node 0
« 6 cores in NUMA node 1

This example shows a better distribution of the used cores:
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» 8 cores in NUMA node 0
» 8 cores in NUMA node 1

The distribution of used cores between NUMA nodes depends on how the CPU affinity mask

is set. It can be changed using this command:

ALTER SERVER
CONFI GURATI ON SET PROCESS AFFI NI TY CPU

For more information, refer to the "Setting process affinity" section of this Microsoft article:
ALTER SERVER CONFIGURATION (Transact-SQL)

Gathering additional information

To gather additional information, you use BESAdmin and pass the / ext r ai nf o flag to the /

checksql server par al | el i smcommand.
Also, you can inspect the SQL Server logs to extract useful details.
If no output is returned, the log lines of interest might be deleted by the log rotation.

This query inspects the logs and looks for the total number of sockets and cores and the

quantity of cores that is used in accordance with the SQL Server license:

SET NOCOUNT ON;

DECLARE @ ogData TABLE( LogDate DATETIME, Proclnfo NVARCHAR(64), LogText
NVARCHAR( 1024) ) ;

I NSERT | NTO @ ogDat a

EXEC sys.xp_readerrorlog O, 1, N SQ. Server detected ', N socket', null,
nul |, N DESC ;

SELECT TOP 1 [LogText]

FROM @ ogDat a;

Example output:

SQL Server detected 1 sockets with 2 cores per socket and 2 |ogical processors

per socket, 2 total |ogical processors; using 2 |logical processors based on


https://docs.microsoft.com/en-us/sql/t-sql/statements/alter-server-configuration-transact-sql?view=sql-server-2017#Affinity
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SQL Server licensing. This is an infornmational nessage; no user action is

required.

This query inspects the logs and looks for the CPU mask that is used to choose the CPU
cores to use on each NUMA node:

SET NOCOUNT ON;

DECLARE @ ogData TABLE( LogDate DATETI ME, Proclnfo NVARCHAR(64), LogText
NVARCHAR( MAX) ) ;

I NSERT | NTO @ ogDat a

EXEC sys. xp_readerrorlog O, 1, N Node configuration: ', N CPU mask: ',
null, null, N DESC ;

SELECT [ LogText]

FROM @ ogDat a;

LogText

Example output:

Node configuration: node 0: CPU nask: 0x0000000000000003:0 Active CPU
mask: 0x0000000000000003: 0. This message provi des a description of the NUVA
configuration for this conputer. This is an informational nessage only. No

user action is required.
If the CPU mask was set manually, you can view it by using SQL Server Management Studio.

Right-click your DB instance, click Properties, and then click Processors.
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[ Connections
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v
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Threads
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[ ] Boost SQL Server priority
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Chapter 20. Known limitations and
workarounds

This section describes the known limitations and possible workarounds.

Client and Session relevance expressions with a large number of elements

Known limitation: The evaluation of client or session relevance expressions
containing a large number of elements could be expensive, and result in the
crash of the process running them (Client, FixletDebugger, QnA, WebReports,

and so on) depending on the hardware or software resources of the machine.

Workaround: Define the client or session relevance expressions with a
limited number of elements inside. For example, avoid the use of relevance
expressions containing an high number of logical conditions or hundreds of

elements in a set.

Computer Name for Windows is limited to 15 characters

Known limitation: The Computer Name property for the Windows agents
retrieves the Netbios name of the computer, which is limited to 15 characters.
See http://support.microsoft.com/kb/909264.

Workaround: If you want something different from the Netbios name on
Windows, you must use a different Inspector (retrieved property). You can
use such properties as host name, dns name to provide additional values as

needed.

License Key Password is limited to 35 characters

Known limitation: The License Key Password is limited to 35 characters and

cannot contain double quotes.

Workaround: Avoid using the double quotes and ensure that the License Key

Password is not longer than 35 characters.

Changing the domain of AD/LDAP operators can cause issues on Web Reports


http://support.microsoft.com/kb/909264
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Known limitation: Modifying the domain of AD/LDAP non-master operators,
on Web Reports, causes completely new operators to be created. The new
operators will not have access to the private reports and to other private

objects associated to the original operators.

Workaround: None.

Related information

Limitations in Client Deploy Tool (on page 239)

Known limitations (on page 259)



Appendix A. Logging

This section describes the log files associated with the BigFix components.

Running components logs
BES Root Server log

» Windows: C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Server\ BESRel ay. | og
 Linux: /var/ | og/ BESRel ay. | og

FillDB log

» Windows: C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Server\Fil| DBDat a
\Fi |l DB. I og
e Linux: / var/ opt / BESSer ver/ Fi | | DBDat a/ Fi | | DB. | og

GatherDB log

* Windows: C:\ Program Fi |l es (x86)\Bi gFi x Enterprise\BES Server\ Gat her DBDat a
\ Gat her DB. | og
e Linux: / var/ opt / BESSer ver / Gat her DBDat a/ Gat her DB. | og

Gather Status Report

e Windows: htt p: //127.0. 0. 1: 52311/ cgi - bi n/ bf ent er pri se/
BESGat her M rr or New. exe

* Linux: Status Report does not exist.
Relay log

* Windows: C:\ Program Fi | es (x86)\Bi gFi x Enterprise\BES Rel ay\l ogfile.txt
 Linux: /var/ | og/ BESRel ay. | og

BigFix Administration Tool (BESAdmin) log

On Windows, there are two or more BESAdmin log files:
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« For each user that runs BESAdmin, there is a specific log file
C:. \ User s\ { USERNAME} \ AppDat a\ Local \ Bi gFi x\ BESAdm nDebugQut . t xt

For example: C: \ User s\ Admi ni strat or\ AppDat a\ Local \ Bi gFi x
\ BESAdni nDebugQut . t xt
« When BESAdmin is invoked by a Fixlet (or run by the LocalSystem user), the log file is

C. \ W ndows\ Syst enB2\ confi g\ syst enprofi |l e\ AppDat a\ Local \ Bi gFi x
\ BESAdm nDebugQut . t xt

On Linux systems, there is a single log file, located in the following folder:
«/var/ | og/ BESAdm nDebugQut . t xt

To change the default behavior of BESadni n logging, depending on the operating system,

perform the following:

« For Windows operating systems, create the following registry key
HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node\ Bi gFi x\ Ent er pri se Server\ BESAdni n
and add the desired options.

« For Linux operating systems, in the / var / opt / BESSer ver / besser ver . confi g file,
add the following entry [ Sof t war e\ Bi gFi x\ Ent er pri se Server\ BESAdni n] where to

specify the options.
The following options control the logging behavior:

« DebugOut: (string) Full path to the log file.

« EnableLogging: (number, DIVORD) Denotes whether the logging is active or not
(1=yes, 0=no). The default is 1 when option DebugOut is not empty and 0 when
DebugOut is empty.

« EnabledLogs: (string) Holds a list, separated by semicolons, with the logs that are
logged. The defaultiscri ti cal ; debug; dat abase.

« LogFileSizeLimit: (number, DIWORD) The size in bytes of each log before rotating
them. The default is 10 MB.



Installation Guide | 1 - Logging | 505

Client log

The client records its current activity into a log file with the current date as the file name in
the format [ year] [ nont h] [ day] . | og. If an active log reaches 512K in size it will be moved
to a backup (.bkg) file and a new log will be started for the current day. If the log reaches
512K again the backup will overwrite the existing backup. Both the active and backup logs
will be deleted after ten days. These are the default locations of the BigFix client logs for

each operating system:

» Windows: C:\ Program Fi | es\ Bi gFi x Enterprise\BES dient\__BESData\ _d obal
\ Logs

« UNIX, Linux: / var/ opt / BESCl i ent/ __BESDat a/ __d obal / Logs

e Mac:/ Li brary/ Appli cati on Support/Bigfix/BES Agent/ __BESData/ __d obal /
Logs

BES Server Plugin Service log

The directory of the log file is C: \ Program Fi | es\ Bi gFi x Enterpri se\ BES Server
\ Appl i cati ons\ Logs.

Note: If you change the name or the path of log files, to avoid character display
problems, ensure to use names that have only ASCII characters and not non-ASCII

characters.

BES WebReports Server install/update log

» Windows: % OCALAPPDATA% Bi gFi x\ BESI ni ti al i zeBESRepor t sDB. t xt
e Linux:/var/| og/ BESI ni ti al i zeBESRepor t sDB. t xt

Logging settings

You can enable or disable the logging activity on some BigFix components by setting the

following Windows registry keys:
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Table 16. Logging settings

BigFix component | Registry key name | Registry key type | Registry key values
Windows Adminis- | EnableLogging REG_DWORD 0 to disable and 1
tration tool to enable
Linux Administra- EnableLogging REG_DWORD 0 to disable and 1
tion tool to enable
Console EnableLogging REG_DWORD 0 to disable and 1
to enable

Web Reports LogOn REG_DWORD 0 to disable and 1
to enable

Fixlet Debugger EnableLogging REG_DWORD 0 to disable and 1
to enable

FillDB EnableLogging REG_DWORD 0 to disable and 1
to enable

FillDB Performance |EnablePerfor- REG_DWORD 0 to disable and 1
mancelogging to enable

FillDB Query Perfor- | EnableQueryPerfor- | REG_DWORD 0 to disable and 1
mance mancelLogging to enable

Fixlet installation and upgrade logs

If you install or upgrade a BigFix component using a Fixlet, the path of the installation log is
determined by the Fixlet.

The paths of the setup logs of the installation Fixlets are:

« {BigFix Client folder}\BesClientDeployToollnstall.log, for the Client Deploy Tool (CDT)
« {BigFix Client folder}\BesConsolelnstall.log, for the Console

- {BigFix Client folder}\BesPluginPortallnstall.log, for the Plugin Portal

« {BigFix Client folder}\BesRelayInstall.log, for the Relay

« {BigFix Client folder}\BesWebUilnstall.log, for the WebUI Service
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The paths of the setup logs of the upgrade Fixlets are:

« C:\BeslnstallationGeneratorUpgrade.log

« C:\BesServerUpgrade.log, for the Server and local Web Reports

« C:\BesWebReportsUpgrade.log, for standalone (remote) Web Reports

« {BigFix Client folder}\BesClientDeployToollnstall.log, for the Client Deploy Tool (CDT)
« {BigFix Client folder}\BesClientUpgrade.log, for the Windows Client

« /Library/Logs/BESAgent.log, for the Mac Client

« {BigFix Client folder}/BesClientUpgrade.log, for all the others Clients

- {BigFix Relay folder}\BesRelayUpgrade.log, for the Relay

« {BigFix Server API folder}\BesServerApiUpgrade.log, for the Server API

« {BigFix WebUI folder}\BesWebUiUpgrade.log, for the WebUI Service

Manual installation and upgrade logs on Windows

Before BigFix 10.0.8, no log is created by default when manually running a BigFix installer on

Windows.

Such logs can still be created by passing specific options to the installers or by changing

the default Windows settings as described here to globally enable the installation logging.

Starting from BigFix 10.0.8, if you run an .exe setup manually to install or upgrade a BigFix

component, the installation log will be saved in the %LocalAppData% folder.

When .exe setups are run manually, their logs are named:

« BesClientlnstall.log, for the Client

 BesConsolelnstall.log, for the Console

« BeslnstallationGeneratorinstall.log, for the Installation Generator
« BesPluginPortallnstall.log, for the Plugin Portal

+ BesRelaylnstall.log, for the Relay

« BesServerApilnstall.log, for the Server API

« BesServerlinstall.log, for the Server and/or Web Reports

» BesWebUilnstall.log, for the WebUI Service


https://docs.microsoft.com/en-us/troubleshoot/windows-client/application-management/enable-windows-installer-logging
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If you run an .msi setup manually to install or upgrade a BigFix component, the installation
log will be saved in the %temp% folder. Their names are randomly generated but follow the
pattern: Msi*.log.

Manual installation and upgrade logs on Linux

On Linux, the BigFix Server installer always produces a log by default and saves itin/ var/

| og/ BESI nstal |l .| og

Remember that the BigFix Server installer can install several components at once: the
Server, Web Reports, the WebUI and the Client.

The Client upgrade Fixlets create a log since BigFix Version 10 Patch 8.

Chart of installation log locations
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Windows
setup

Manual or fixlet?

Manual Fixlet

.exe or .msi?

.exe .msi Upgrade

Bes******Install.log Msi****** log Bes******Install.log Bes******Upgrade.log
in %localappdata% in %temp% in [see fixlet] in [see fixlet]
Linux Server, WR, Client upgrade
and WebUI setup fixlets

Y

Y

BESiInstall.log
in /var/log

Fresh or upgrade?

What OS?

Mac
BESAgent.log
in /Library/Logs

Any other

BesClientUpgrade.log
in [BigFix Client folder]




Appendix B. Uninstalling the BigFix client

To uninstall the BigFix client installed on the various operating systems, see the following

sections.

Uninstalling the BigFix Client on AIX

To uninstall the BigFix client installed on an AlX system, run the following steps:

1. From your AIX terminal, run "smitty".

Software Installation and Maintenance

& Management

3. Select "Software Maintenance and Utilities".
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L <] T d Related In

Software Maintenance and Utilities

It

t Applied oft Updates

Remove Installed Software

5. Set the "PREVIEW only" entry field to "no" and the "REMOVE dependent software" entry
field to "yes".
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[Entry Fields]

§5ESCLient)
no

6. Press Enter to remove the software.

Uninstalling the BigFix Client on Linux

To uninstall the BigFix client installed on a Linux operating system, follow the appropriate

steps.
To manually uninstall the client on Red Hat Enterprise Linux (RHEL) and SUSE Linux
Enterprise Server (SLES):

1. Stop the BigFix client process

service BESO ient stop

2. Run the following RPM command to find the installed package name

rpm-ga | grep -i BESAgent

3. Uninstall the installed RPM package returned in step 2

rpm - e BESAgent - XXX



Installation Guide | 2 - Uninstalling the BigFix client | 513

4. Manually remove the following directories

rm-rf /etc/opt/BESOient
rm-rf /opt/BESC ient
rm-rf /tnp/BES

rm-rf /var/opt/BESO i ent
rm-rf /var/opt/BESConmon

To manually uninstall the client on Ubuntu Linux, Debian Linux and Raspbian:

1. Stop the BigFix client process

/etc/init.d/ besclient stop

2. Run the following command to find the installed package name
dpkg -1 | grep -i BESAgent

3. Uninstall the installed package returned in step 2
dpkg --purge BESAgent - XXX

4. Manually remove the following directories

rm-rf /etc/opt/BESOient
rm-rf /opt/BESC i ent
rm-rf /tnp/BES

rm-rf /var/opt/BESO i ent
rm-rf /var/opt/BESConmon

Uninstalling the BigFix Client on Solaris

If you have a BigFix Relay installed on the same computer, first remove the BigFix Relay and
then proceed with the BigFix client uninstallation.
If you installed the client using the SVR4 (.pkg file) format

To uninstall the BigFix client installed on a Solaris operating system, if you installed it using
the legacy SVR4 (.pkg file) format, perform the following steps:



Installation Guide | 2 - Uninstalling the BigFix client | 514

1. Stop the agent process before removing it

[etc/init.d/besclient stop

2. Uninstall the BigFix Client by running the following command

pkgr m BESagent

3. Manually remove the following directories

rm-rf /etc/opt/BESOient
rm-rf /var/opt/BESO i ent
rm-rf /opt/BESC i ent

rm-rf /var/opt/BESConmron

If you installed the client using the IPS (.p5p file) format

To uninstall the BigFix client installed on a Solaris 11 operating system, if you installed it

using the IPS (.p5p file) format, perform the following steps:

1. Stop the agent process before removing it

/[etc/init.d/besclient stop

2. Uninstall the BigFix Client by running the following command

pkg uni nstall BESagent

Uninstalling the IPS package moves the files added at runtime under SIMAGE_META/
lost+found. The default value for IMAGE_META is /var/pkg. The uninstall command

shows a message reporting the actual paths, for example:

The foll owi ng unexpected or editable files and directories were
sal vaged whil e executing the requested package operation; they
have been noved to the displayed |ocation in the inmage:
[ var/ opt/BESC i ent

-> [var/ pkg/ |l ost +f ound/ var/ opt / BESCl i ent - 20190320T135633Z

3. Manually remove all the directories listed in the uninstall message, for example:
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rm-rf /[var/pkg/l ost+found/var/opt/BESC ient-20190320T135633Z

4. In addition, manually remove the / et ¢/ opt / BESCl i ent directory by running the

following command

rm-rf /etc/opt/BESOient
rm-rf /var/opt/BESConmon

Uninstalling the BigFix Client on Mac

How to uninstall the BigFix client installed on a Mac OS operating system.

The Mac OS package provides an uninstallation script, so to remove the BigFix client use

sudo to run the following script:

sudo /Li brary/ BESAgent / BESAgent . app/ Cont ent s/ MacOS/ BESAgent Uni nst al | er. sh



Appendix C. Glossary

This glossary provides terms and definitions for the Modern Client Management for BigFix

software and products.

The following cross-references are used in this glossary:

« See refers you from a non-preferred term to the preferred term or from an
abbreviation to the spelled-out form.

» See also refers you to a related or contrasting term.

A (on page 516) B (on page 517) C (on page 518) D (on page 520) E (on page
522) F (on page 522) G (on page 522) L (on page 522) M (on page 523) N (on
page 524) O (on page 524) P (on page 525) R (on page 525) S (on page 525) T
(on page 528) U (on page 528) V (on page 528) W (on page 529)

A

action

1. See Fixlet (on page 522).
2. A set of Action Script commands that perform an operation or

administrative task, such as installing a patch or rebooting a device.

Action Script

Language used to perform an action on an endpoint.
agent

See BigFix agent (on page 517).
ambiguous software

Software that has an executable file that looks like another executable file,
or that exists in more than one place in a catalog (Microsoft Word as a

standalone product or bundled with Microsoft Office).
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audit patch

A patch used to detect conditions that cannot be remediated and require the
attention of an administrator. Audit patches contain no actions and cannot be

deployed.
automatic computer group

A computer group for which membership is determined at run time by
comparing the properties of a given device against the criteria set for group
membership. The set of devices in an automatic group is dynamic, meaning
that the group can and does change. See also computer group (on page
518).

baseline

A collection of actions that are deployed together. A baseline is typically used
to simplify a deployment or to control the order in which a set of actions are

applied. See also deployment group (on page 520).
BigFix agent
The BigFix code on an endpoint that enables management and monitoring by
BigFix.
BigFix client
See BigFix agent (on page 517).
BigFix console

The primary BigFix administrative interface. The console provides a full set of

capabilities to BigFix administrators.
BYOD

Bring Your Own Device (BYOD) refers to employees using personal devices
to connect to their organizational networks and access work-related systems

and potentially sensitive or confidential data.
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C

client

A software program or computer that requests services from a server. See

also server (on page 526).
client time

The local time on a BigFix client device.
Cloud

A set of compute and storage instances or services that are running in

containers or on virtual machines.
Common Vulnerabilities and Exposures Identification Number (CVE ID)

A number that identifies a specific entry in the National Vulnerability Database.
A vendor's patch document often includes the CVE ID, when it is available. See

also National Vulnerability Database (on page 524).
Common Vulnerabilities and Exposures system (CVE)

A reference of officially known network vulnerabilities, which is part of the
National Vulnerabilities Database (NVD), maintained by the US National
Institute of Standards and Technology (NIST).

component

An individual action within a deployment that has more than one action. See

also deployment group (on page 520).
computer group

A group of related computers. An administrator can create computer groups
to organize systems into meaningful categories, and to facilitate deployment
of content to multiple computers. See also automatic computer group (on
page 517) and manual computer group (on page 523).

console

See BigFix console (on page 517).
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content

Digitally-signed files that contain data, rules, queries, criteria, and other
instructions, packaged for deployment across a network. BigFix agents use
the detection criteria (Relevance statements) and action instructions (Action
Script statements) in content to detect vulnerabilities and enforce network
policies.

content relevance

A determination of whether a patch or piece of software is eligible for
deployment to one or more devices. See also device relevance (on page
521).

Coordinated Universal Time (UTC)

The international standard of time that is kept by atomic clocks around the
world.

corrupt patch

A patch that flags an operator when corrections made by an earlier patch
have been changed or compromised. This situation can occur when an earlier
service pack or application overwrites later files, which results in patched files
that are not current. The corrupt patch flags the situation and can be used to
re-apply the later patch.

custom content

BigFix code that is created by a customer for use on their own network, for

example, a custom patch or baseline.
CVE

See Common Vulnerabilities and Exposures system (on page 518).
CVEID

See Common Vulnerabilities and Exposures Identification Number (on page
518).
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D

data stream
A string of information that serves as a source of package data.
default action

The action designated to run when a Fixlet is deployed. When no default
action is defined, the operator is prompted to choose between several actions

or to make an informed decision about a single action.
definitive package

A string of data that serves as the primary method for identifying the presence
of software on a computer.

deploy

To dispatch content to one or more endpoints for execution to accomplish an

operation or task, for example, to install software or update a patch.
deployment

Information about content that is dispatched to one or more endpoints, a

specific instance of dispatched content.
deployment group

The collection of actions created when an operator selects more than one
action for a deployment, or a baseline is deployed. See also baseline (on page
517), component (on page 518), deployment window (on page 521), and

multiple action group (on page 524).
deployment state

The eligibility of a deployment to run on endpoints. The state includes

parameters that the operator sets, such as 'Start at 1AM, end at 3AM!
deployment status

Cumulative results of all targeted devices, expressed as a percentage of

deployment success.
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deployment type
An indication of whether a deployment involved one action or multiple actions.
deployment window

The period during which a deployment's actions are eligible to run. For
example, if a Fixlet has a deployment window of 3 days and an eligible device
that has been offline reports in to BigFix within the 3-day window, it gets the
Fixlet. If the device comes back online after the 3-day window expires, it does
not get the Fixlet. See also deployment group (on page 520).

device

An endpoint, for example, a laptop, desktop, server, or virtual machine that

BigFix manages; an endpoint running the BigFix Agent.
device holder

The person using a BigFix-managed computer.
device property

Information about a device collected by BigFix, including details about its
hardware, operating system, network status, settings, and BigFix client.

Custom properties can also be assigned to a device.
device relevance

A determination of whether a piece of BigFix content applies to applies to a
device, for example, where a patch should be applied, software installed, or a

baseline run. See also content relevance (on page 519).
device result

The state of a deployment, including the result, on a particular endpoint.
Disaster Server Architecture (DSA)

An architecture that links multiple servers to provide full redundancy in case of
failure.

DSA
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See Disaster Server Architecture (on page 521).

dynamically targeted

Pertaining to using a computer group to target a deployment.

E

endpoint

A networked device running the BigFix agent.

F

filter

To reduce a list of items to those that share specific attributes.

Fixlet

A piece of BigFix content that contains Relevance and Action Script
statements bundled together to perform an operation or task. Fixlets are the
basic building blocks of BigFix content. A Fixlet provides instructions to the

BigFix agent to perform a network management or reporting action.

Full Disk Encryption

To reduce a list of items to those that share specific attributes.

G

group deployment

A type of deployment in which multiple actions were deployed to one or more
devices.

L

locked
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An endpoint state that prevents most of the BigFix actions from running until

the device is unlocked.

M

MAG
See multiple action group (on page 524).
management rights

The limitation of console operators to a specified group of computers. Only a

site administrator or a master operator can assign management rights.
manual computer group

A computer group for which membership is determined through selection by
an operator. The set of devices in a manual group is static, meaning they do

not change. See also computer group (on page 518).
master operator

A console operator with administrative rights. A master operator can do

everything that a site administrator can do, except creating operators.
masthead

A collection of files that contain the parameters of the BigFix process,
including URLs to Fixlet content. The BigFix agent brings content into the

enterprise based on subscribed mastheads.
MCM and BigFix Mobile

Refers to the offering by Bigfix that is common for both Modern Client
Management to manage laptops (Windows and macQS) and BigFix Mobile to
manage mobile devices (Android, i0S, and iPadOS).

mirror server

A BigFix server required if the enterprise does not allow direct web access but

instead uses a proxy server that requires password-level authentication.

Multicloud
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The utilization of distinct sets of cloud services, typically from multiple

vendors, where specific applications are confined to a single cloud instance.

multiple action group (MAG)

A BigFix object that is created when multiple actions are deployed together, as
in a baseline. A MAG contains multiple Fixlets or tasks. See also deployment
group (on page 520).

N

National Vulnerability Database (NVD)

A catalog of officially known information security vulnerabilities and
exposures, which is maintained by the National Institute of Standards
and Technology (NIST). See also Common Vulnerabilities and Exposures
Identification Number (on page 518).

NVD

See National Vulnerability Database (on page 524).

O

offer

A deployment option that allows a device holder to accept or decline a BigFix
action and to exercise some control over when it runs. For example, a device
holder can decide whether to install a software application, and whether to run
the installation at night or during the day.

open-ended deployment

A deployment with no end or expiration date; one that runs continuously,

checking whether the computers on a network comply.

operator

A person who uses the BigFix WebUI, or portions of the BigFix console.
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patch
A piece of code added to vendor software to fix a problem, as an immediate
solution that is provided to users between two releases.

patch category
A description of a patch's type and general area of operation, for example, a
bug fix or a service pack.

patch severity

The level of risk imposed by a network threat or vulnerability and, by extension,

the importance of applying its patch.

R

relay
A client that is running special server software. Relays spare the server and
the network by minimizing direct server-client downloads and by compressing
upstream data.

Relevance

BigFix query language that is used to determine the applicability of a piece
of content to a specified endpoint. Relevance asks yes or no questions and
evaluates the results. The result of a Relevance query determines whether
an action can or should be applied. Relevance is paired with Action Script in

Fixlets.

S

SCAP

See Security Content Automation Protocol (on page 526).

SCAP check
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A specific configuration check within a Security Content Automation Protocol
(SCAP) checklist. Checks are written in XCCDF and are required to include
SCAP enumerations and mappings per the SCAP template.

SCAP checklist

A configuration checklist that is written in a machine-readable language
(XCCDF). Security Content Automation Protocol (SCAP) checklists have been
submitted to and accepted by the NIST National Checklist Program. They also
conform to a SCAP template to ensure compatibility with SCAP products and

services.
SCAP content

A repository that consists of security checklist data represented in automated
XML formats, vulnerability and product name related enumerations, and

mappings between the enumerations.
SCAP enumeration

A list of all known security related software flaws (CVEs), known software

configuration issues (CCEs), and standard vendor and product names (CPEs).
SCAP mapping

The interrelationship of enumerations that provides standards-based impact

measurements for software flaws and configuration issues.
Security Content Automation Protocol (SCAP)

A set of standards that is used to automate, measure, and manage
vulnerability and compliance by the National Institute of Standards and
Technology (NIST).

server

A software program or a computer that provides services to other software

programs or other computers. See also client (on page 518).

signing password
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A password that is used by a console operator to sign an action for

deployment.
single deployment

A type of deployment where a single action was deployed to one or more

devices.
site

A collection of BigFix content. A site organizes similar content together.
site administrator

The person who is in charge of installing BigFix and authorizing and creating

new console operators.
software package

A collection of Fixlets that install a software product on a device. Software
packages are uploaded to BigFix by an operator for distribution. A BigFix
software package includes the installation files, Fixlets to install the files, and

information about the package (metadata).
SQL Server

A full-scale database engine from Microsoft that can be acquired and installed
into the BigFix system to satisfy more than the basic reporting and data

storage needs.
standard deployment

A deployment of BigFix that applies to workgroups and to enterprises with
a single administrative domain. It is intended for a setting in which all Client

computers have direct access to a single internal server.
statistically targeted

Pertaining to the method used to target a deployment to a device or piece of

content. Statically targeted devices are selected manually by an operator.

superseded patch
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A type of patch that notifies an operator when an earlier version of a patch has
been replaced by a later version. This occurs when a later patch updates the
same files as an earlier one. Superseded patches flag vulnerabilities that can
be remediated by a later patch. A superseded patch cannot be deployed.

system power state

A definition of the overall power consumption of a system. BigFix Power
Management tracks four main power states Active, Idle, Standby or
Hibernation, and Power Off.

T

target

To match content with devices in a deployment, either by selecting the content
for deployment, or selecting the devices to receive content.

targeting
The method used to specify the endpoints in a deployment.

task

A type of Fixlet designed for re-use, for example, to perform an ongoing
maintenance task.

U

uTC

See Coordinated Universal Time (on page 519).

Vv

virtual private network (VPN)

An extension of a company intranet over the existing framework of either a
public or private network. A VPN ensures that the data that is sent between

the two endpoints of its connection remains secure.
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VPN
See virtual private network (on page 528).
vulnerability

A security exposure in an operating system, system software, or application

software com ponent.

W

Wake-from-Standby

A mode that allows an application to turn a computer on from standby mode

during predefined times, without the need for Wake on LAN.

Wake on LAN

A technology that enables a user to remotely turn on systems for off-hours
maintenance. A result of the Intel-IBM Advanced Manageability Alliance

and part of the Wired for Management Baseline Specification, users of this
technology can remotely turn on a server and control it across the network,
thus saving time on automated software installations, upgrades, disk backups,
and virus scans.

WAN
See wide area network (on page 529).
wide area network (WAN)

A network that provides communication services among devices in a
geographic area larger than that served by a local area network (LAN) or a
metropolitan area network (MAN).



Appendix D. Support

For more information about this product, see the following resources:

« BigFix Support Portal

* BigFix Developer

« BigFix Playlist on YouTube

* BigFix Tech Advisors channel on YouTube

* BigFix Forum


https://support.hcltechsw.com/csm?id=bigfix_support
https://developer.bigfix.com/
https://www.youtube.com/playlist?list=PL2tETTrnR4wtneQ2IxSIiDFljzQDuZNBQ
https://www.youtube.com/channel/UCtoLTyln5per0JYzw1phGiQ
https://forum.bigfix.com

Appendix E. Accessibility features for BigFix

Accessibility features assist users who have a disability, such as restricted mobility or

limited vision, to use information technology content successfully.

Accessibility features
BigFix includes the following major accessibility features:

« Keyboard-only operation

« Operations that use a screen reader

BigFix uses the latest W3C Standard, WAI-ARIA 1.0 (http://www.w3.org/TR/wai-aria/),

to ensure compliance to US Section 508 (http://www.access-board.gov/guidelines-
and-standards/communications-and-it/about-the-section-508-standards/section-508-
standards), and Web Content Accessibility Guidelines (WCAG) 2.0 (http://www.w3.0rg/TR/
WCAG20/). To take advantage of accessibility features, use the latest release of your screen

reader in combination with the latest web browser that is supported by this product.

The BigFix online product documentation is enabled for accessibility.

Keyboard navigation
This product uses standard navigation keys.

BigFix uses the following keyboard shortcuts.

Table 17. Keyboard shortcuts in BigFix

Action Shortcut for Internet Explorer  Shortcut for Firefox
Move to the Contents View  Alt+C, then press Enter and Shift+Alt+C and Shift
frame Shift+F6 +F6

Interface information
The BigFix user interfaces do not have content that flashes 2 - 55 times per second.

BigFix Web UI


http://www.w3.org/TR/wai-aria/
http://www.w3.org/TR/wai-aria/
http://www.access-board.gov/guidelines-and-standards/communications-and-it/about-the-section-508-standards/section-508-standards
http://www.access-board.gov/guidelines-and-standards/communications-and-it/about-the-section-508-standards/section-508-standards
http://www.access-board.gov/guidelines-and-standards/communications-and-it/about-the-section-508-standards/section-508-standards
http://www.access-board.gov/guidelines-and-standards/communications-and-it/about-the-section-508-standards/section-508-standards
http://www.w3.org/TR/WCAG20/
http://www.w3.org/TR/WCAG20/
http://www.w3.org/TR/WCAG20/
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The BigFix web user interfaces rely on cascading style sheets to render
content properly and to provide a usable experience. The application provides
an equivalent way for low-vision users to use a user's system display settings,
including high-contrast mode. You can control font size by using the device or
web browser settings.

The BigFix web user interface includes WAI-ARIA navigational landmarks that

you can use to quickly navigate to functional areas in the application.
BigFix Client Dashboard

The BigFix Client Dashboard shows message boxes to the end-users logged
in to the client computer. It pops up on the managed end user systems when
an action or an offer is triggered. The messages displayed include pre-action
messages, action running messages, and shutdown and restart messages. In
this dashboard use:

» The Tab key to navigate to the offer list.

« Up and Down arrows to move selection.

« Space to select an offer.

« Ctrl+A to select all text in the HTML description pane.
« Ctrl+C to copy the selected text.
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# 16M BigFix Support Center =101 x|

Fle Edt Heb
Cffers lPra-;mssI
Search: | [ Shows Hidden Cffers Hide r Accept I
Tile - | cabegory |
Cushomn Aiction
Cushorn Ciffer Cffer category

Custom Offer
Offer categary

Description

Offer description text goes here.

Within the selected offer use:

- Tab key to navigate to the HTML description pane.
« Once position on the "Click here to accept this offer" button, Space to

accept the offer.

Use Ctrl+A to select all text in the HTML description pane and then Ctrl+C to

copy it.
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#8101 BigFix Support Center =100 x|

Eie Edit Help

Cffers | Prograss I

Search: | [ Show Hidden Offers Fide | Arcept I

Tide ! | Cabeqory |
Cusbomn Action
Cushorn Ciffer Offer category

Custom Offer

Offer category

LA lick here to accent this offer.

Vendor software

BigFix includes certain vendor software that is not covered under the HCL license
agreement. HCL makes no representation about the accessibility features of these

products. Contact the vendor for the accessibility information about its products.

Related accessibility information




Notices

This information was developed for products and services offered in the US.

HCL may not offer the products, services, or features discussed in this document in other
countries. Consult your local HCL representative for information on the products and
services currently available in your area. Any reference to an HCL product, program, or
service is not intended to state or imply that only that HCL product, program, or service may
be used. Any functionally equivalent product, program, or service that does not infringe any
HCL intellectual property right may be used instead. However, it is the user's responsibility

to evaluate and verify the operation of any non-HCL product, program, or service.

HCL may have patents or pending patent applications covering subject matter described
in this document. The furnishing of this document does not grant you any license to these

patents. You can send license inquiries, in writing, to:

HCL

330 Potrero Ave.
Sunnyvale, CA 94085
USA

Attention: Office of the General Counsel

For license inquiries regarding double-byte character set (DBCS) information, contact the

HCL Intellectual Property Department in your country or send inquiries, in writing, to:

HCL

330 Potrero Ave.
Sunnyvale, CA 94085
USA

Attention: Office of the General Counsel

HCL TECHNOLOGIES LTD. PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY
OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of express or implied
warranties in certain transactions, therefore, this statement may not apply to you.



This information could include technical inaccuracies or typographical errors. Changes
are periodically made to the information herein; these changes will be incorporated in new
editions of the publication. HCL may make improvements and/or changes in the product(s)

and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-HCL websites are provided for convenience only
and do not in any manner serve as an endorsement of those websites. The materials at
those websites are not part of the materials for this HCL product and use of those websites

is at your own risk.

HCL may use or distribute any of the information you provide in any way it believes

appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of
enabling: (i) the exchange of information between independently created programs and
other programs (including this one) and (ii) the mutual use of the information which has
been exchanged, should contact:

HCL

330 Potrero Ave.
Sunnyvale, CA 94085
USA

Attention: Office of the General Counsel

Such information may be available, subject to appropriate terms and conditions, including in
some cases, payment of a fee.

The licensed program described in this document and all licensed material available for
it are provided by HCL under terms of the HCL Customer Agreement, HCL International

Program License Agreement or any equivalent agreement between us.

The performance data discussed herein is presented as derived under specific operating
conditions. Actual results may vary.

Information concerning non-HCL products was obtained from the suppliers of those
products, their published announcements or other publicly available sources. HCL has not

tested those products and cannot confirm the accuracy of performance, compatibility or



any other claims related to non-HCL products. Questions on the capabilities of non-HCL

products should be addressed to the suppliers of those products.

Statements regarding HCLs future direction or intent are subject to change or withdrawal

without notice, and represent goals and objectives only.

This information contains examples of data and reports used in daily business operations.
To illustrate them as completely as possible, the examples include the names of individuals,
companies, brands, and products. All of these names are fictitious and any similarity to

actual people or business enterprises is entirely coincidental.
COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate
programming techniques on various operating platforms. You may copy, modify, and
distribute these sample programs in any form without payment to HCL, for the purposes

of developing, using, marketing or distributing application programs conforming to the
application programming interface for the operating platform for which the sample
programs are written. These examples have not been thoroughly tested under all conditions.
HCL, therefore, cannot guarantee or imply reliability, serviceability, or function of these
programs. The sample programs are provided "AS IS," without warranty of any kind. HCL

shall not be liable for any damages arising out of your use of the sample programs.

Each copy or any portion of these sample programs or any derivative work must include a
copyright notice as follows:

© (your company name) (year).

Portions of this code are derived from HCL Ltd. Sample Programs.

Trademarks

HCL Technologies Ltd. and HCL Technologies Ltd. logo, and hcl.com are trademarks or

registered trademarks of HCL Technologies Ltd., registered in many jurisdictions worldwide.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks

or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of

Oracle and/or its affiliates.



Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft

Corporation in the United States, other countries, or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or
both.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Other product and service names might be trademarks of HCL or other companies.

Terms and conditions for product documentation

Permissions for the use of these publications are granted subject to the following terms and

conditions.

Applicability

These terms and conditions are in addition to any terms of use for the HCL website.

Personal use

You may reproduce these publications for your personal, noncommercial use provided that
all proprietary notices are preserved. You may not distribute, display or make derivative work

of these publications, or any portion thereof, without the express consent of HCL.

Commercial use

You may reproduce, distribute and display these publications solely within your enterprise
provided that all proprietary notices are preserved. You may not make derivative works of
these publications, or reproduce, distribute or display these publications or any portion

thereof outside your enterprise, without the express consent of HCL.

Rights

Except as expressly granted in this permission, no other permissions, licenses or rights are
granted, either express or implied, to the publications or any information, data, software or

other intellectual property contained therein.



HCL reserves the right to withdraw the permissions granted herein whenever, in its
discretion, the use of the publications is detrimental to its interest or, as determined by HCL,

the above instructions are not being properly followed.

You may not download, export or re-export this information except in full compliance with

all applicable laws and regulations, including all United States export laws and regulations.

HCL MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE PUBLICATIONS. THE
PUBLICATIONS ARE PROVIDED "AS-IS" AND WITHOUT WARRANTY OF ANY KIND, EITHER
EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED TO IMPLIED WARRANTIES OF
MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS FOR A PARTICULAR PURPOSE.
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